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Abstract

Neuronal representations of external events are often distributed across large populations of cells. We study the effect of correlated noise on the accuracy of these neuronal population codes. Our main question is whether the inherent error in the population code can be suppressed by increasing the size of the population, \( N \), in the presence of correlated noise. We address this issue using a model of a population of neurons that are broadly tuned to an angular variable in two dimensions. The fluctuations in the neuronal activities are modeled as Gaussian noises with pairwise correlations which decay exponentially with the difference between the preferred angles of the correlated cells. We assume that the system is broadly tuned, which means that both the correlation length and the width of the tuning curves of the mean responses span a substantial fraction of the entire system length. The performance of the system is measured by the Fisher Information (FI), which bounds its estimation error. By calculating the FI in the limit of a large \( N \), we show that positive correlations decrease the estimation capability of the network, relative to the uncorrelated population. The information capacity saturates to a finite value as the number of cells in the population grows. In contrast, negative correlations substantially increase the information capacity of the neuronal population. These results are supplemented by the effect of
correlations on the Mutual Information of the system. Our analysis provides an estimate of the effective number of statistically independent degrees of freedom, denoted $N_{\text{eff}}$, that a large correlated system can have. According to our theory $N_{\text{eff}}$ remains finite in the limit of a large $N$. Estimating the parameters of the correlations and tuning curves from experimental data in some cortical areas that code for angles, we predict that the number of effective degrees of freedom embedded in localized populations in these areas is less than or of the order of $\approx 10^2$.

I. INTRODUCTION

In many neural systems, information regarding sensory inputs or (intended) motor outputs is distributed across large populations of neurons [1]-[6]. It is generally believed that one of the main features of neuronal population codes is their redundancy [7]-[9], and that this redundancy serves to compensate for the inherent noise caused by the stochasticity of the neuronal responses. The ability to overcome neuronal noise by pooling a large number of responses generally holds for an ensemble of neurons whose variabilities are statistically independent. This is far from obvious in situations where the “noisy” part of the neuronal activity is correlated within the population.

Naively it seems reasonable to assume that when the noise is correlated, population averaging would not be effective in suppressing the noise, hence the information capacity of the population should be limited even when the number of participating cell is large. This intuition has been supported by recent studies which found that averaging the responses of a uniformly correlated population does not suppress the inherent error [10]. On the other hand, a recent analytical investigation by Abbott and Dayan [11] found that uniform positive correlations increase the information capacity of the population. They further concluded that more generally, even if the information is not enhanced compared to the uncorrelated situation, it still increases linearly with the size of the population, so that pooling a large
population is effective in improving the accuracy of the extracted information even in the presence of correlations. Other studies based on simulations also found that positive correlations enhance the accuracy of the population codes [12]. Since cross-correlations in neuronal activity are frequently observed in sensory and motor cortical areas [13]-[15], understanding the effect of noise correlation in biologically relevant situations is of great importance.

In this paper we present an analytical study of the effect of noise correlations on the population coding of a pool of cells that encode a single variable, which for convenience is taken to represent an angle, such as the orientation of a visual stimulus or the direction of an arm movement in a plane. We assume that the correlation in the noisy activity of the neurons follows the multivariate Gaussian distribution. As will be shown, the effect of correlations depends crucially on their spatial dependence. Here, we will assume that the correlations between a pair of neurons decay exponentially as the difference between their functional spatial coordinates increases. In the present case, the functional coordinate of a neuron is its preferred angle, which is the angle that elicits the strongest mean response. We investigate the accuracy of the information in the population in biologically relevant parameter regimes, using the frameworks of the Fisher Information (FI) and the Shannon Mutual Information (MI).

The paper is organized as follows: We begin by analyzing a simple example in section 2 which clarifies the special case of uniform correlations, a topic which has been discussed extensively in the literature [10,11,16]. To relate directly to some of the previous treatments of this problem, we will consider the task of discrimination between two values of a signal by a linear rule, rather than the problem of general stimulus estimation which will be the focus of the rest of the paper. In Section 3 we describe the main model investigated in this work. This model consists of neurons coding an angle with spatially dependent correlations. The properties of the FI of this system in various parameter regimes are studied in Section 4. In Section 5 we present the results for the effect of correlations on the MI of the system. Discussion of the results and their implications for concrete experimental systems is given in Section 6.
II. UNIFORM NOISE CORRELATIONS

A. Linear Discrimination

We begin our analysis of the effect of correlations by considering the problem of discriminating two stimuli on the basis of noisy responses of a correlated pool of $N$ neurons. We assume that each neuron fires on average at a rate $f_i^\pm$, $(i = 1, 2, \ldots, N)$, for one stimulus, and at $f_i^-$ for the other. We further assume uniform pairwise correlations among neurons in the pool; namely,

$$C_{ij} = a [\hat{\delta}_{ij} + c (1 - \delta_{ij})] \quad (1)$$

where $a$ is the variance of the responses of each neuron and $c$ is the correlation coefficient of the pairwise fluctuations. Assuming a Gaussian statistic, the probability distribution of an activity profile of the population is

$$P(\mathbf{r}|\pm) = Z^{-\infty} \exp \left( -\sum_{i}^{\infty} (\nabla_i - \{\pm\}) C_{\pm i}^{-\infty} (\nabla_i - \{\pm\}) \right) \quad (2)$$

where $\mathbf{r} = \{r_1, r_2, \ldots, r_N\}$, $r_i$ is the response of the $i$-th neuron and $Z$ is a normalization constant.

A simple discrimination rule is based on a linear readout,

$$L_{\mathbf{W}} (\mathbf{r}) = \sum \mathbf{W}_i \mathbf{r}_i \quad (3)$$

The distribution of this quantity consists of a mixture of two Gaussians with equal variance and means $L_{\mathbf{W}} (\mathbf{f}^\pm)$

$$L_{\mathbf{W}} (\mathbf{f}^\pm) = \sum \mathbf{W}_i \mathbf{f}_i^\pm \quad (4)$$

where $L_{\mathbf{W}} (\mathbf{f}^\pm)$ corresponds to the case of a + and - stimulus, respectively. A maximum likelihood discrimination rule based on $L_{\mathbf{W}} (\mathbf{r})$ makes a + decision if $L_{\mathbf{W}} (\mathbf{r})$ is larger than the
threshold \((L_W(f^+) + L_W(f^-))/2\). Otherwise, the inputs are classified as \(-\). Note that we have assumed that the correlations are independent of the stimulus, hence the distributions of \(L_W(r)\) have the same variance for both stimuli. The error of this decision rule, \(P_e\), for a case where the stimulus was \(+\) is given by

\[
P_e = \int_{\sqrt{S}}^{\infty} \frac{dx}{\sqrt{2\pi}} e^{-\frac{x^2}{2}}
\]

where \(S\) denotes the (squared) Signal to Noise Ratio (SNR),

\[
S = \frac{(L_W(f^+) - L_W(f^-))^2}{\langle(L_W(r) - L_W(f^+))^2\rangle}
\]

where the \(\langle \cdots \rangle\) denotes the average over fluctuations, in this case, w.r.t. \(P(r|+)\), Eq. (2). An identical result holds for the SNR in the case of a \(-\) stimulus. A simple Gaussian integration yields

\[
S = \frac{1}{a} \frac{(\sum_i g_i W_i)^2}{(1 - c) \sum_i W_i^2 + c(\sum_i W_i)^2}
\]

where

\[
g_i = f_i^+ - f_i^-.
\]

\section*{B. Uniform Pooling}

A simple majority rule is a uniform pooling in which,

\[
W_i = W
\]

for all \(i\). In this case, Eq. (7) reduces to

\[
S = \frac{N}{(1 - c) + cN} S_0
\]

where \(S_0\) denotes the SNR per neuron in an independent population, which is

\[
S_0 = \frac{f^2}{a}
\]
where $\bar{x}$ represents an average of $x_i$ over the population, i.e., $\bar{x} \equiv \frac{1}{N} \sum_{i=1}^{N} x_i$. Eq. (10) predicts that $S$ saturates to a finite value in large systems,

$$S \approx \frac{S_0}{c}, \quad N \gg \frac{1}{c} \quad (12)$$

A linear increase of $S$ with $N$ will be seen when the correlations are weak in the regime of a small $N$,

$$S \approx S_0 N, \quad 1 \ll N \ll \frac{1}{c} \quad (13)$$

C. Optimal Linear Readout

Next we consider a linear readout with weights which are optimized to maximize the accuracy of its discrimination. By differentiating SNR with respect to $\{W\}$ it can be shown that the following vector $W$ maximizes the SNR [18].

$$W_i \propto \sum_{j=1}^{N} C_{i j}^{-1} g_j \quad (14)$$

$$W_i \propto g_i - \frac{c N}{(1 - c) + c N} \bar{g}. \quad (15)$$

Note that $W_i$ changes from $g_i$ to $g_i - \bar{g}$ as $N$ increases beyond $N_C = \frac{1}{c}$ unless $c = 0$. For the optimal linear readout the SNR becomes

$$S = N \frac{\overline{g^2}}{\alpha} \left[ 1 + c(-1 + N \frac{(1 - c)(1 - \kappa)}{1 - c(1 - N \kappa)}) \right]^{-1} \quad (16)$$

where $\kappa$, $0 < \kappa < 1$, defined by

$$\kappa = \frac{\overline{g^2} - \bar{g}^2}{\overline{g^2}} \quad (17)$$

represents the inhomogeneity of the population. The dependence of Eq. (16) on $N$ is very different from that of the uniform pooling, Eq. (10). Most importantly unless $\kappa = 0$, $S$ does not saturate for a large $N$, but diverges linearly with $N$ as

$$S \approx \left( \frac{\kappa}{1 - c} \right) N S_0, \quad N \gg \frac{1 - c}{c \kappa} \quad (18)$$
Thus, for a large $N$, $S$ increases faster than $NS_0$ if $\epsilon > 1 - \kappa$, which means that for sufficiently strong uniform correlations, the performance of the optimal linear readout in a large population is superior to the independent case. Finally, for weak positive correlations ($0 < \epsilon \ll 1$), there is another linear regime for $S$, which is given by

$$S \approx S_0N, \quad 1 \ll N \ll \frac{1}{\epsilon}$$

(19)

as in the uniform pooling case. These properties are shown in Fig. 1.

This analysis clarifies some of the apparently conflicting conclusions drawn previously with regards to the effect of uniform positive correlations. We show here that in the presence of a substantial inhomogeneity of the mean responses, accurate information can be extracted from a large uniformly correlated ensemble. However, a simple majority rule is incapable of extracting this information.

Naively, we would expect that the behavior exhibited in the case of uniform correlations should be indicative of the more general case. In particular, we would expect that even if the correlations are not uniform but rather decay in space, an optimal readout will be able to extract the information from the system with an accuracy which increases linearly with $N$. This in fact is not the case, as is shown in the analysis below. Nevertheless, the simple example discussed in this Section, illustrates one of the important features in correlated populations: the interplay between the correlation of the fluctuation, which in this example is denoted by $\epsilon$, and the homogeneity or diversity of the response characteristics of the neurons in the population, which in the present case is represented by the parameter $\kappa$.

III. MODEL: ESTIMATION OF AN ANGULAR VARIABLE

The remainder of this paper deals with a population of $N$ neurons which respond to a stimulus characterized by an angle $\theta$, where $-\pi < \theta \leq \pi$. The activity of each neuron is again assumed to be Gaussian with a mean, $f_i(\theta)$, which represents its tuning curve, and a uniform variance $a$. The noise is assumed to be pairwise-correlated throughout the
population. Hence the activity profile of the whole population, \( r = \{r_1, r_2, \cdots, r_N\} \), given a stimulus \( \theta \), follows the following multivariate Gaussian distribution

\[
P(r|\theta) = Z \exp \left( -\frac{1}{2} \sum_{i,j} (r_i - f_i(\theta)) C_{ij}^{-1} (r_j - f_j(\theta)) \right)
\]

(20)

where \( Z \) is a normalization constant.

The tuning curves of all the neurons are assumed to be unimodal and identical in form but peaked at different angles, i.e.,

\[
f_i(\theta) = f(\theta - \phi_i).
\]

(21)

Here the angles at peaks or preferred angles, \( \phi_i \), are distributed \textit{uniformly} from \(-\pi\) to \(\pi\), that is, \( \phi_j = -\pi(N+1)/N + j\omega, j = 1, \ldots, N \). The lattice spacing, \( \omega \), between two neighboring preferred angles is

\[
\omega = 2\pi/N.
\]

(22)

For concreteness, we use the following tuning curve

\[
f(\theta) = (f_{\text{max}} - f_{\text{ref}}) \exp \left( (\cos \theta - 1)/\sigma^2 \right) + f_{\text{ref}}
\]

(23)

for our numerical calculations. Here \( \sigma \) is the tuning width. The correlations are assumed to be independent of the stimulus, but dependent on the angular coordinates,

\[
C_{ij} = a[\delta_{ij} + C(\phi_i - \phi_j)(1 - \delta_{ij})].
\]

(24)

We assume that \( C(\phi_i - \phi_j) \) decreases with the difference in the preferred angles of the correlated pair with a decay length \( \rho \). A decrease in the magnitude of neuronal correlations with the dissimilarity in the preferred angles is often observed in cortical areas \([10,14,19,20]\).

A concrete example is

\[
C(\phi_i - \phi_j) = c \exp \left( -\frac{||\phi_i - \phi_j||}{\rho} \right) \quad \text{for} \quad i \neq j
\]

(25)

where \( ||\phi_1 - \phi_2|| \) is the relative angle difference between \( \phi_1 \) and \( \phi_2 \), hence its range is from 0 to \( \pi \). The coefficient \( c \) measures the correlations between neighboring cells. The positive-definiteness of the correlation matrix \( C_{ij} \) implies the following bounds on \( c \),
This equation implies that stability puts strong limits on the magnitude of broadly tuned negative correlations in a large population. In the present context, it implies that for a given strength $|c|$ of negative correlations, the population size cannot be larger than $O(1/|c|)$. Unless otherwise stated, we will assume that $c$ is positive.

The properties of the system for a large $N$ are crucially dependent on the way in which the distance constants (in angular space) scale with $N$. In this paper we focus on a broadly tuned system which we believe is the most relevant case in biology. We define broad tuning to mean that all distance constants span a substantial fraction of the total range of the system. In our model the distance constants are the tuning width $\sigma$ and the correlation length $\rho$. We thus assume that a given stimulus generates a response in a substantial fraction of the whole population, and that a given neuron is correlated with a substantial fraction of the population. Mathematically, this means that as we take the large $N$ limit, the parameters $\sigma$ and $\rho$ stay finite. In addition, we assume that $f(\theta)$ and $C(\phi)$ are smooth, differentiable functions.

IV. THE FISHER INFORMATION

A useful way of measuring the efficiency of the population coding is the FI [9,11,17],

$$J(\theta) = \left\langle -\frac{\partial^2}{\partial \theta^2} \ln P(\mathbf{r}|\theta) \right\rangle$$

For the Gaussian ensemble, Eq. (20), the FI reads

$$J(\theta) = \sum_{i,j=1}^{N} f_i'(\theta) [C^{-1}]_{ij} f_j'(\theta)$$

where $f_i'(\theta) = \partial f_i(\theta) / \partial \theta$. Diagonalizing this quadratic form yields

$$J(\theta) = N \sum_{n} \frac{|g_n|^2}{C_n}$$
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where $C_n$s are the eigenvalues of the covariance matrix. Note that the eigenvectors of the correlation matrix, $C$, defined in Eqs. (24) and (25) have the form of harmonic functions, $e^{-in\phi_k}$. Hence, $C_n$ is one of the Fourier components of $C(||\phi_i-\phi_j||)$.

$$C_n \equiv a(1-c) + a \sum_{j=1}^{N} e^{-in(\phi_i-\phi_j)} C(\phi_i - \phi_j)$$ (30)

$g_n$ is the Fourier transform of the derivative of $f_j(\theta)$, defined by

$$g_n = \frac{1}{N} \sum_{j=1}^{N} e^{-in\phi_j} f'_j(\theta).$$ (31)

The mode index $n$ is an integer running from $-\frac{N-1}{2}$ to $\frac{N-1}{2}$ (for odd $N$). In the case of an uncorrelated population ($c = 0$), the FI is given by

$$J = NJ_0, \quad J_0 = \sum_n \frac{|g_n|^2}{a}$$ (32)

It should be noted that in the uncorrelated case, the FI per neuron, $J_0$, is of the order of one, since the particular normalization for $|g_n|^2$, Eq. (31), ensures that $\sum |g_n|^2 \sim \mathcal{O}(1)$. The FI is a local measure of the sensitivity of the response probability of the population to small changes in the stimulus value, and may therefore depend on the stimulus value. However, in our case the isotropy of the system ensures that $J$ is the same for all $\theta$.

Fig. 2 displays the FI of the above model for various values of $c$ as a function of $\rho$. The number of neurons, $N$, is 1000 and Eq. (23) is used for the tuning curves. The results clearly demonstrate several distinct regimes for $J$ as we vary the correlation length $\rho$, as explained below.

A. The Fisher Information for a System with Broadly Tuned Correlations

The behavior of $J$, Eq. (28), for a large $N$ depends on the range of correlations and the width of the tuning curves. Obviously, if the correlations are short-ranged so that each neuron is correlated with only a few of its neighbors, the amount of information in the system will still grow linearly with $N$. Here we analyze the biologically interesting limit of broadly
tuned systems. The broad tuning of $f$ implies that $|g_n|^2$ decays rapidly as $n$ increases beyond a characteristic value which is proportional to the inverse of the tuning width, $\sigma$, so that the signal resides in the first few Fourier modes. At the same time, the broad tuning of $C$ implies that the noise, namely, the variance of these modes, $C_n$, are of order $N$, resulting in the FI, which is of order unity (see Eq. (35) below). To illustrate this important point, we evaluate $C_n$, for the example of Eq. (25), assuming a large $N$ and $\rho \sim \mathcal{O}(1)$, and obtain (see Appendix A),

$$J = N \sum_{n=-\infty}^{\infty} \frac{|g_n|^2}{a} \left[1 + \frac{N}{N_n}\right]^{-1}$$

(33)

where

$$N_n = \frac{\pi \rho}{c} \frac{\rho^{-2} + \pi^2}{1 - (-1)^n e^{-\pi/\rho}}.$$  

(34)

**B. Positive Correlations**

In the case of positive $\rho$, $N_n$ is positive and can be interpreted as representing the number of degrees of freedom in each mode in the $n$-th term (see below). The large $N$ limit can be taken in Eq. (33) for $N \gg 1/c$, yielding

$$J = \sum_{n=-\infty}^{\infty} \frac{|g_n|^2}{a} N_n.$$  

(35)

which is $\mathcal{O}(1)$. Hence, even with optimal estimators, the FI of the entire population does not scale linearly with the population size $N$ but saturates to a size-independent finite limit (see Fig. 3, with $\rho = 0.1$).

It is useful to introduce $N_{\text{eff}}$ as the effective number of independent degrees of freedom in the correlated system. In general it can be defined as the ratio between the FI of the system and the FI per neuron in the absence of correlations,

$$N_{\text{eff}} = \frac{J}{J_0}$$

(36)

In our case we obtain for a large $N$ that $N_{\text{eff}}$ is finite and is equal to
\[ N_{\text{eff}} = \langle N_n \rangle_n \]  

(37)

where \( \langle \cdots \rangle_n \) is defined as a weighted average,

\[ \langle X_n \rangle_n \equiv \frac{\sum_n |g_n|^2 X_n}{\sum_n |g_n|^2}. \]  

(38)

While it is easy to see from Eq. (34) that \( N_{\text{eff}} \) is inversely proportional to \( c \), the dependence of \( N_{\text{eff}} \) on \( \rho \) is slightly more complicated. This is shown in Fig. 4. As a function of \( \rho \), \( N_{\text{eff}} \) has a minimum around \( \rho \sim 1 \).

C. Negative Correlations

When \( c < 0 \), \( J \) is larger than \( J_0 N \) because \( N_n < 0 \) (see Eq. (33)). As mentioned above, the lower bound of \( c \) (Eq. (26)) implies that when the correlations are negative and \( \rho \) is of order of one there is an upper limit on the size of the population. As \( N \) increases and approaches this limit the system reaches an instability which increases its sensitivity to small changes in the stimulus. Consequently, \( J \) diverges in this limit, as shown in Fig. 3, with \( c = -0.005 \).

D. Weak Correlations

When the magnitude of \( c \) is small there is an intermediate regime where \( N \gg 1 \) but nevertheless, \( J \) increases linearly with \( N \). In this case, the FI can be approximated as

\[ J \approx NJ_0 \]  

(39)

From Eq. (33) it is readily seen that this behavior occurs for \( 1 \ll N \ll N_{\text{lin}} \), where

\[ \frac{1}{N_{\text{lin}}} = \langle \frac{1}{|N_n|} \rangle_n \]  

(40)

This holds for both positive and negative correlations. The dependence of \( N_{\text{lin}} \) on the correlation length constant \( \rho \) is shown in Fig. 4.
E. The Effect of Correlations on the Population Vector

Eq. (29) can be interpreted as the FI of the collective modes of the system, which in our case are

\[ z_n = \frac{1}{N} \sum_{i=1}^{N} e^{in\phi_i} r_i \]

Since these modes are statistically independent (given a stimulus), the entire FI is simply the sum of the FI of each of them. Each mode contributes a term which is its SNR, where the signal of the n-th mode is \( |g_n|^2 \) and its noise, i.e., its variance is \( C_n \). According to our analysis above, because of the broad tuning of \( f_i \) only a few of these modes contributes significantly to \( J \). On the other hand because of the long range of the correlations, the contributions of these modes are of order unity, leading to the saturations of \( J \).

Of particular interest is the accuracy of an estimation which is based on the first mode, \( z_1 \). This component can be written as a 2D vector

\[ \vec{z} = \frac{1}{N} \sum \vec{\varphi}_i r_i \tag{41} \]

where \( \vec{\varphi}_i \) is a unit vector along the preferred angle of the \( i \)-th neuron. The vector \( \vec{z} \) is the well-known population vector introduced originally for the decoding of the direction of reaching arm movement in 2D [21]. The accuracy of the population vector depends on the details of how exactly an angle estimation is constructed from it. Following Seung and Sompolinsky [9], a useful bound on the square error of the population vector is provided by the FI of \( \vec{z} \). In our model this quantity is simply the first term in Eq. (35) which is

\[ J[\vec{z}] = 2N \frac{|f_1|^2}{a} \left[ 1 + \left( \frac{eN}{\pi} \left( \frac{1 + e^{-\pi/\rho}}{\rho^{-1} + \rho} \right) \right)^{-1} \right] \tag{42} \]

where \( f_1 \), the first Fourier transform of \( f_j(\theta) \), equals \( -ig_1 \). Thus, the effect of the correlations on \( J[\vec{z}] \) is qualitatively similar to their effect on the full FI, as illustrated in Fig. 3.
V. THE MUTUAL INFORMATION OF A CORRELATED POPULATION

In this section we analyze the effect of noise correlations on the MI of the system, which can be written as

$$I(\mathbf{r}, \theta) = \int d\mathbf{r} \int d\theta P(\mathbf{r}|\theta)p(\theta) \log_2 \left( \frac{P(\mathbf{r}|\theta)}{P(\mathbf{r})} \right)$$  \hspace{1cm} (43)

where \( p(\theta) \) is the prior density of the stimuli and

$$P(\mathbf{r}) = \int d\theta P(\mathbf{r}|\theta)p(\theta).$$  \hspace{1cm} (44)

The MI measures the statistical dependence of \( \mathbf{r} \) and \( \theta \). When \( \mathbf{r} \) and \( \theta \) are independent of each other; that is, \( P(\mathbf{r}|\theta) \) is the same for different values of \( \theta \), the MI is zero. In the case of a statistically independent population coding for a continuous stimulus, the MI of a large system is related to the log of the FI (\cite{22}-\cite{24} and see below). Such a relation does not exist in general in the presence of correlations. Nevertheless, we will derive below useful analytical results regarding the MI in a correlated population in special limits.

The analytical study of the MI is complicated even in cases where \( P(\mathbf{r}|\theta) \) has a simple form. The reason is that evaluating the average over the marginal distribution, \( P(\mathbf{r}) \) in Eq. (44) is difficult to perform in general. The evaluation of the MI is facilitated by the use of the replica method \cite{25}, which enables us to perform the average over \( \mathbf{r} \) in Eq. (43) before the averaging over \( \theta \) which is inherent in the definition of \( P(\mathbf{r}) \). Using this method, we show in Appendix B that

$$I = -[\ln 2]^{-1} \lim_{n \to 0} \frac{\partial}{\partial n} \int d\theta p(\theta) \int \prod_{\alpha=1}^{n} d\theta_\alpha p(\theta_\alpha) \exp \left\{ \sum_{\alpha \neq \beta}^{n} G_\theta(\theta_\alpha, \theta_\beta) \right\}$$  \hspace{1cm} (45)

where

$$G_\theta(\psi, \phi) = \frac{1}{2} \sum_{i,j=1}^{n} \delta f_i(\psi)[C^{-1}]_{ij}\delta f_j(\phi)$$ \hspace{1cm} (46)

$$\delta f_i(\psi) = f_i(\theta) - f_i(\psi).$$

Note that \( G_\theta \) vanishes if the rates are not tuned, namely if \( f_i \) is independent of \( \theta \) as expected. Eq. (46) has the general structure of Eq. (28). The main difference between the two is that
the FI depends on the local sensitivity of the mean responses, namely their derivatives w.r.t. \( \theta \), whereas the MI depends on a global sensitivity measure which is averages of \( \delta f \). However, the effect of correlations is qualitatively the same in both expressions. Thus, it follows from our previous analysis that in the case of broadly tuned positive correlations, \( G_\theta \) approaches a finite value as \( N \to \infty \). Unfortunately, this means that Eq. (45) cannot be evaluated by a saddle point method. Below we evaluate the FI in the two separate limits.

A. The Mutual Information for Weak Correlations

In this paragraph we study the limit in which the strength of the correlations, \( c \), is small. Formally, we first take the \( N \to \infty \) limit and then the limit \( c \to 0 \). In the large \( N \) limit \( G_\theta \) is proportional to \( 1/c \) (see e.g. Eqs. (34) and (35)). Therefore in the limit of small \( c \), the integrals over \( \theta_\alpha \) are determined by their saddle point value. The saddle point equations of Eq. (45) are

\[
- \frac{\partial}{\partial \theta_\alpha} G_\theta(\theta_\alpha, \theta_\alpha) + \sum_{\beta=1}^{n} \frac{\partial}{\partial \theta_\alpha} G(\theta_\alpha, \theta_\beta) = 0. \tag{47}
\]

the solution of which is

\[
\theta_\alpha^* = \theta, \quad \alpha = 1, \ldots, n. \tag{48}
\]

Expanding \( G_\theta(\theta_\alpha, \theta_\beta) \) around this saddle point yields

\[
G_\theta(\theta_\alpha, \theta_\beta) = \frac{J(\theta)}{2} \delta \theta_\alpha \delta \theta_\beta \tag{49}
\]

where \( J(\theta) \) is the FI (Eq. (28)), and in our case is \( O(1/c) \). Substituting in Eq. (45) yields

\[
I \simeq -[\ln 2]^{-1} \lim_{n \to 0} \frac{\partial}{\partial n} \int d\theta p(\theta) \int \prod_{\alpha=1}^{n} d\theta_\alpha \exp \left\{ -\frac{J(\theta)}{2} \sum_{\alpha \neq \beta} \delta \theta_\alpha \delta \theta_\beta + n \ln p(\theta) \right\}.
\]

Evaluating the Gaussian integrals over \{\( \theta_\alpha \)\} yields

\[
I \simeq H_\theta - \frac{1}{2} \int d\theta p(\theta) \log_2 \left[ \frac{2\pi e}{J(\theta)} \right]
\]
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where $H_\theta = -\int d\theta p(\theta) \log_2 p(\theta)$ which is the continuum “entropy” of $\theta$. This result extends the log relation between the MI and the FI in the independent case to the case of weak broad correlations. In our particular case of a large isotropic system coding for an angle, $J(\theta) = J$ is independent of $\theta$, and is given by Eq. (33) hence

$$I \simeq H_\theta + \frac{1}{2} \log_2 \left( \sum_n \frac{|g_n|^2}{a} N_n \right) - \frac{1}{2} \log_2 (2\pi e)$$  \hspace{1cm} (50)$$

This relation between $I$ and the log of $J$ is in agreement with previous results that have derived it for large independent, as well as for certain weakly correlated, populations [22–24]. Here we have shown that it is valid in the present case as long as $c$ is small, i.e., that the $N_n$s (Eq. (34)) are large. Eq. (50) implies that broadly tuned positive correlations saturate the MI so that $I$ does not grow logarithmically with $N$ as in the case of independent populations, but reaches a finite level as $N \rightarrow \infty$. This value represents the maximum information about $\theta$ that a system with this architecture can carry.

**B. The Mutual Information for a Noisy System**

Another useful limit where the MI of a correlated population can be calculated is the case where the total amount of information in the system is small; namely, that the tuning of the responses to the stimulus is weak. In this case, we can expand the argument of the exponent in Eq. (45) in powers of $G_\theta$. Retaining only the first order term in $G_\theta$ yields

$$I \simeq \frac{1}{2\ln 2} \langle G_\theta(\psi, \phi) \rangle_{\theta, \psi, \phi} = \frac{1}{2\ln 2} \sum_{i,j} \langle \overline{\delta f_i(\theta)} [C^{-1}]_{ij} \delta f_j(\theta) \rangle_\theta$$  \hspace{1cm} (51)$$

where $\langle \cdots \rangle_\theta = \int d\theta p(\theta) \cdots$, and $\overline{\delta f_i(\theta)} = \langle \delta f_i(\psi) \rangle_\psi = f_i(\theta) - \langle f_i(\psi) \rangle_\psi$. Notice that Eq. (51) is similar in form to Eq. (28) for the FI. Besides the $1/2$ prefactor, the difference between the two expressions is that the signals in the FI are the derivative of $f_i$, $f_i'(\theta)$, whereas in the MI they are their global modulations, $\overline{\delta f_i(\theta)}$. Diagonalization of Eq. (51), and taking the large $N$ limit leads to

$$I \simeq \frac{1}{2\ln 2} \sum_{n \neq 0} \frac{|f_n|^2}{a} N_n$$  \hspace{1cm} (52)$$
where we have used the fact that the Fourier transforms of $\delta f_i(\theta)$ are equal to those of $f_i(\theta)$ for $n \neq 0$. This result holds as long as $I \ll 1$, which means that $\delta f_i$ are small. Note that Eq. (52) can be interpreted as a sum of the MI of the statistically independent Fourier modes of the population responses. In general, the MI of an independent variable is linear with the number of variables in a regime where $I \ll 1$. Comparison of Eq. (52) and (35) reveals that the MI is less sensitive to the higher modes of the tuning curve, since $f_n = -i g_n / n$. This reflects the fact that the FI is a local measure of efficiency but the MI is not. Our high noise results hold for a general case where the stimulus modulation of the responses is weak. A special case in which the low modulation is cause by low firing rates has been studied by Panzeri et al. [26].

VI. DISCUSSION

A. Summary of the Results

In this paper we have analyzed the effect of noise correlations on the performance of neural population codes. We have shown that while negative correlations improve the performance of these codes, positive correlations of the noise may have a drastic detrimental effect on their performance. In cases where both the mean responses and the correlations are broadly tuned, the noise generates global fluctuations in the response profile of the population that may result in a large error in the estimation of the stimulus. Because these fluctuations are correlated across the population, increasing the size of the sampled population may reduce the error somewhat but not suppress it completely even in large populations. We reached these conclusions by analyzing the FI of a correlated Gaussian population. We have shown that under the assumptions of broadly tuned system the FI reaches a saturation level given by Eq. (35). We have also studied the MI of this system and showed that it saturates to a finite value as well. We have derived the saturation value of the MI in the case of weak positive correlations, Eq. (50), and in the limit of high noise,
Eq. (52). In addition, we have shown that the case of uniform positive correlations is special in that the noise is restricted to a single collective mode \( (i.e., \text{the uniform mode}) \) whereas the remaining non-uniform modes carry most of the signal. Thus, in this case, the overall performance improves with increasing \( N \), and can also be enhanced relative to the independent case. However, it can be shown that as long as the correlation length \( \rho \) is smaller than \( O(\sqrt{N}) \) (note that we are using normalization such that the total length of the system is \( O(1) \)) behavior is similar to the case of \( \rho \sim O(1) \) considered above.

To illustrate the effect of correlated noise on the system we simulated the responses of our model population for three cases (see Fig. 5). The first corresponds to decaying correlations with \( \rho = 1.18 \), and the second to uniform correlations, \( \rho \to \infty \). We also show a typical profile of responses for an independent population \( (c = 0) \). The data are generated according to Eq. (20) with a stimulus angle \( \theta = 0^\circ \). For the purpose of illustration, strong correlation coefficient \( c = 0.9 \) has been used in this simulation. To assess the error incurred in these patterns, we assume a Maximum-Likelihood estimation. To show the performance of a ML estimator of \( \theta \), tuning curves centered at \( \theta_{ML} \) are compared with the response profiles of the populations. As is clear from Fig. 5, in the case of the uniform correlations the overall deviation of the data from the tuning curve centered at \( \theta = 0^\circ \) can be very large. However, the deviation of the response profile is mostly in its amplitude. In fact, the deviation along the “important” direction is actually significantly smaller than the independent case. In contrast, in the case where \( \rho = 1.18 \), the lateral fluctuation is large due to the rough equality of two length scales, the correlation decay length and the tuning width. This results in a noisy firing pattern that looks as if the whole response profile has been shifted to the left (in this particular noise realization) relative to the ideal profile.

B. Application to Cortical Populations.

In order to assess the relevance of our theoretical results to cortical population codes, we consider the experimental values from Zohary et. al. [10], who recorded the responses of
pairs of neurons in the Middle Temporal visual area (MT) in monkeys to moving random dot patterns. Neurons in this area have a substantial degree of selectivity to the direction of movement of visual patterns. Since there were only 100 pairs of neurons and a limited number of repetitions (10 to 40 times), the data were averaged over different stimulus conditions. Then the pairs were divided into two groups depending on whether their preferred angles were different by less than 90° or not. The average correlation coefficient of the group with the similar preferred angles was 0.18 and that of the other one was 0.04, the overall average being 0.12. Although the precise dependence of the correlations on the difference between the preferred angles was not measured, the above results are consistent with a smoothly decaying correlations. Fitting our model of exponentially decaying correlations, Eq. (25) to the average numbers quoted above yields the following parameter values

\begin{align*}
  c &= 0.38 \\
  \rho &= 1
\end{align*}

(53) \hspace{1cm} (54)

In addition, we adopt the following values for our model tuning curve parameters, Eq. (23),

\begin{align*}
  f_{\text{max}} &\sim 25 \text{ spikes} \\
  f_{\text{ref}} &\sim 5 \text{ spikes} \\
  \sigma &\sim 45°
\end{align*}

(55) \hspace{1cm} (56) \hspace{1cm} (57)

These parameters are typical for the cortical mean responses assuming a time window of \( T = 500 \) msec. Similarly, an estimate of the mean variance in the single neuron responses yields

\begin{align*}
  a &\sim 15 \text{ spikes}^2
\end{align*}

(58)

Another system of interest is the primary visual cortex (V1). Neurons in V1 are broadly tuned to the orientation of a bar or a grating in their receptive field. A substantial fraction of these neurons show positive correlations which are stronger in amplitude for neurons with similar preferred orientations. The above parameter range also represents a reasonable
estimate for the properties of neuronal ensembles in V1. Many neurons in motor cortex are sensitive to the direction of arm movement [14,21]. In this area the tuning curves of many cells are well approximated by a cosine function, which corresponds to $\sigma \simeq 90^\circ$. However, the degree of dependence of the correlations on the preferred angles of the neurons is still unclear.

Using the above parameters, we simulated the performance of a Maximum-Likelihood estimator in our model. The responses are generated randomly according to Eq. (20) with $\theta = 0^\circ$. Then the mean squared error $\delta \theta = \theta^{ML} - \theta$ is obtained by averaging $||\delta \theta||^2$ over many repetitions with different random realizations of the responses. The standard deviation of the ML error is plotted against the number of neurons $N$ in the pool in Fig. 6. The points represent averages over 4000 runs. We also present the Cramr-Rao bound of the error which is simply the square root of the inverse of the FI calculated in section IV. As shown in the figure, the ML error closely follows the Cramr-Rao bound. Both saturate at a value around 5°. For reference, $\Delta \theta$ is around 5° for independent populations with $N \approx 30$. Thus, we conclude that the number of effective degrees of freedom in the correlated population cannot increase beyond $N_{\text{eff}} \approx 30$. This is indeed confirmed by evaluating Eq. (36) with the above parameters. Changing slightly the parameter values, one can obtain slightly larger values of $N_{\text{eff}}$, but $N_{\text{eff}} \leq 100$ seems to be a reasonable bound for this system. Finally, for comparison we also show the results for an uncorrelated population, which yields an error which decreases as $1/\sqrt{N}$, as expected.

In conclusion, we would like to emphasize that in this work we have analyzed examples of all positive or all negative correlations. In reality correlations within a population may vary both in magnitude and in sign. However, reliable estimates of the distribution of correlations in cortical networks are hard to obtain. Another important restriction of the present work is our assumption that the correlations do not depend on $\theta$. If the correlations depend on the stimulus, one must take into account not only the modification of the noise statistics by the correlations but also the additional information about the stimulus carried by them. This topic is investigated elsewhere [27].
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APPENDIX A: THE EIGENVALUES OF THE CORRELATION MATRIX

We calculate here the eigenvalues of $C$, as defined by Eq. (25). Denoting $\omega = 2\pi/N$, the lattice spacing, we can write

$$C_n = \frac{1}{N} \sum_{jk} e^{i n (\phi_j - \phi_k)} C_{jk} = a \left\{ 1 - c + \frac{c}{N} \sum_{jk} e^{i n \omega (j-k) - \frac{\pi}{\rho} ||j-k||} \right\}$$

(A1)

where $||j - k||$ ranges from 0 to $\frac{N-1}{2}$ for odd $N$. Summing the geometric series yields

$$C_n = a \left\{ 1 + 2c \frac{-\lambda^2 + \lambda \cos(n\omega) + (-1)^n \lambda^{\frac{N-1}{2}} \cos(\frac{\pi}{\rho} |\lambda| - \frac{\pi}{\rho})}{1 + \lambda^2 - 2\lambda \cos(n\omega)} \right\}$$

(A2)

where $\lambda = e^{-\omega/\rho}$ and $n = -(N - 1)/2, ..., (N - 1)/2$. Taking the large $N$ limit we expand to leading order in $\omega$ and obtain

$$C_n = a \left\{ 1 + \frac{c N 1 - (-1)^n e^{-\pi/\rho}}{\pi \rho \frac{\rho^2 + n^2}{1 - (-1)^n e^{-\pi/\rho}}} \right\} = a \left( 1 + \frac{N}{N_n} \right),$$

$$N_n = \frac{\pi \rho}{c} \frac{\rho^2 + n^2}{1 - (-1)^n e^{-\pi/\rho}}.$$

(A3)

APPENDIX B: REPLICA CALCULATION OF THE MUTUAL INFORMATION

The replica trick is to calculate the average of the logarithm of a random variable using the following identity.

$$\langle \ln x \rangle = \left. \frac{\partial}{\partial n} \langle x \rangle^n \right|_{n=0}.$$  \hspace{1cm} (B1)

The MI defined in Eq. (43) can be written in the following way.
\[ I = \frac{1}{\ln 2} \left\langle \ln \frac{P(\mathbf{r}|\theta)}{P(\mathbf{r})} \right\rangle_{\theta} \]  
\[ = -\frac{1}{\ln 2} \left\langle \ln \left\langle \exp(X_{\theta_1\theta}) \right\rangle_{\theta_1} \right\rangle_{\theta} \]  
\[ X_{\theta_1\theta} = \ln P(\mathbf{r}|\theta_1) - \ln P(\mathbf{r}|\theta) \]  
\[ = -\frac{1}{2} \sum_{ij} \delta f_i(\theta_1)[C^{-1}]_{ij} \delta f_j(\theta_1) - \delta f_i(\theta_1)[C^{-1}]_{ij}(r_i - f_i(\theta)) \]  

where \( \left\langle \cdots \right\rangle_{\theta} = \int d\theta P(\theta) \cdots \) and \( \left\langle \cdots \right\rangle_{\mathbf{r}\theta} = \int d\mathbf{r} P(\mathbf{r}|\theta) \cdots \) \( \delta f_i(\theta_1) \) is \( f_i(\theta) - f_i(\theta_1) \).

After applying the replica trick, we obtain the following form.

\[ I = -\frac{1}{\ln 2} \frac{\partial}{\partial n} \left\langle \left\langle \exp(X_{\theta_1\theta}) \right\rangle_{\theta_1}^n \right\rangle_{\theta|n=0} \]  
\[ = -\frac{1}{\ln 2} \frac{\partial}{\partial n} \int d\theta P(\theta) \prod_{\alpha=1}^n d\theta_{\alpha} P(\theta_{\alpha}) \left\langle \exp\left(\sum_{\alpha} X_{\alpha\theta} \right) \right\rangle_{\theta|n=0} \]  
\[ = -\frac{1}{\ln 2} \frac{\partial}{\partial n} \int d\theta P(\theta) \prod_{\alpha=1}^n d\theta_{\alpha} P(\theta_{\alpha}) \exp\left(\sum_{\alpha \neq \beta} G_{\theta}(\theta_{\alpha}, \theta_{\beta})\right) \]  
\[ G_{\theta}(\theta_{\alpha}, \theta_{\beta}) = \frac{1}{2} \sum_{ij} \delta f_i(\theta_{\alpha})[C^{-1}]_{ij} \delta f_j(\theta_{\beta}). \]
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FIG. 1. Squared Signal to Noise Ratio as a function of the number of neurons, \(N\), which are uniformly correlated with \(c = 0.1\) The dashed line represents the Signal to Noise Ratio of the independent population. The topmost curve is for \(\kappa = 1\), and from the bottom \(\kappa = 0\) and \(\kappa = 0.4\).
FIG. 2. Normalized Fisher Information as a function of correlation length, $\rho$. The correlation coefficient varies from $c = 0.8$ to $0.1$ with a uniform spacing of $0.1$ from the top to bottom when $\rho$ is large. Eq. (23) was used for the tuning curves, with $\sigma = \pi/4$, $f_{\text{max}} = 25$ and $f_{\text{ref}} = 5$. The number of neurons, $N$, is 1000. The ratio $J/J_0$ does not depend on the variance of the cells, $\sigma$. 
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FIG. 3. Fisher Information of the population as a function of the number of neurons, $N$, in the pool. The linear curve (dashed line) represents $J_o$ for independent population. $J$ with negative correlation lies above $J_o$ whereas with positive correlations lie below. For all cases, $\rho = 1$, $a = 15$, $\sigma = \pi/4$, $f_{max} = 25$ and $f_{ref} = 5$. 
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FIG. 4. $N_{\text{eff}}$ and $N_{\text{lin}}$ as a function of the correlation length, $\rho$. $N = 1000$ and $c = 0.1$. Eq. (23) was used for the tuning curves with $\sigma = \pi/4$, $f_{\text{max}} = 25$ and $f_{\text{ref}} = 5$. 
FIG. 5. Typical data generated according to Eq. (20) for a system with \( N = 100 \) neurons. Exponentially decaying correlations, Eq. (25), where used with: (a) \( \rho = 1.18 \), (b) \( \rho \to \infty \) - uniform correlations and (c) \( \rho = 0 \) - independent population. Each circle represents the number of spikes of a single neuron in the population, during a 500\textit{m}sec time interval. The thick lines show \( f(\theta_{ML} - \phi_i) \), where \( \theta_{ML} \) is the maximum likelihood estimate of \( \theta \). The thin lines are the true mean responses of the neurons. Note that in (b) and (c) the thick and thin lines overlap. The parameters for the tuning curves are \( f_{\text{max}} = 25 \), \( f_{\text{ref}} = 5 \), and \( \sigma = \pi/4 \). The variance, \( a \), was taken to be 15.
FIG. 6. Average error of the ML estimator and the Cramer-Rao bound as a function of the number of neurons, $N$, in the pool. The error of the ML estimator is nicely shown to saturate the bound. The error is represented in degrees. The parameters of the tuning curves are $f_{\text{max}} = 25$, $f_{\text{mf}} = 5$ and $\sigma = \pi/4$, for the correlations $a = 15$, $c = 0.38$ and $\rho = 1$. The lower line corresponds to the error of the ML estimator for an independent population.