Test-charge theory for the electric double layer
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We present a model for the ion distribution near a charged surface, based on the response of the ions to the presence of a single test particle. Near an infinite planar surface this model produces the exact density profile in the limits of weak and strong coupling, which correspond to zero and infinite values of the dimensionless coupling parameter. At intermediate values of the coupling parameter our approach leads to approximate density profiles that agree qualitatively with Monte Carlo simulation. For large values of the coupling parameter our model predicts a crossover from exponential to algebraic decay at large distance from the charged plate. Based on the test-charge approach we argue that the exact density profile is described, in this regime, by a modified mean-field equation, which takes into account the interaction of an ion with the ions close to the charged plate.
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1. INTRODUCTION

Interactions between charged objects in solution are determined by the distribution of ions around them. Understanding these distributions is thus of fundamental importance for theoretical treatment of water soluble macromolecules such as polyelectrolytes, charged membranes, and colloids [1,2]. In recent years, much interest has been devoted to correlation effects in ionic solutions and to attempts to go beyond mean-field theory in their treatment. In particular, it has been realized that such effects can lead to attractive interactions between similarly charged objects, as was demonstrated in theoretical models [3–10], simulation [5,11–14] and experiment [15–19].

Despite the theoretical interest in ion correlation effects, they are not fully understood even in the simplest model for a charged object surrounded by its counterions, shown schematically in Fig. 1. The charged object in this model is an infinite planar surface localized at the plane \( z=0 \), having a uniform charge density \( \sigma \). The charged plate is immersed in a solution of dielectric contact \( \epsilon \) and is neutralized by a single species of mobile counterions (there is no salt in the solution). These counterions are confined to the half space \( z>0 \) and each one of them carries a charge \( e \), which is a multiple of the unit charge for multivalent ions. The ions are considered as pointlike, i.e., the only interactions in the system, apart from the excluded volume at \( z<0 \), are electrostatic.

The system described above is characterized by a single dimensionless coupling parameter [20,21].

\[
\Xi = \frac{2\pi e^2 \sigma}{(\epsilon k_B T)^2},
\]

where \( k_B T \) is the thermal energy. At small values of this coupling parameter the electrostatic interaction between ions is weak. As a result, in the limit \( \Xi \to 0 \) mean-field theory is exact, as can be formally proved using a field-theory formulation of the problem [20]. Correlations between ions close to the charged plate play a progressively more important role with increase of the coupling parameter. From Eq. (1) one sees that this happens with an increase of the surface charge, with decrease of the temperature or dielectric constant, and with increase of the charge or, equivalently, the valency of counterions. The model of Fig. 1 thus provides an elementary theoretical framework for studying ion correlation effects near charged objects, with no free parameters other than
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\[ \Xi, \text{ which tunes and controls the importance of ion correlations.} \]

In recent years two theoretical approaches were proposed for treatment of the strong coupling limit \( \Xi \rightarrow \infty \). The first approach \cite{9} is based on properties of the strongly coupled, two-dimensional one-component plasma, and emphasizes the possibility of Wigner crystal-like ordering parallel to the charged plane. The second approach \cite{10} is formally an exact, virial-type expansion applied to a field-theory formulation of the partition function. Both of these approaches predict an exponential decay of the ion density distribution in the strong coupling limit, leading to a more compact counterion layer than in mean-field theory.

Although the form of the density profile is established in the two limits \( \Xi \rightarrow 0 \) and \( \Xi \rightarrow \infty \), its behavior at intermediate values of the coupling parameter is still not clear. Liquid-state theory approaches such as the anisotropic hypernetted chain (AHNC) approximation \cite{22} can probably be used in this regime, but in practice they were applied in the literature only to relatively small values of the coupling parameter, usually also including ingredients other than those in the model of Fig. 1—such as finite ion size, added salt, or an interaction between two charged planar surfaces. The infinite planar double layer with no added salt (Fig. 1) was recently studied using Monte Carlo computer simulation \cite{13}, providing detailed results on the counterion distribution in a wide range of coupling parameter values. These results validate the expected behavior in the weak and strong coupling limits. In addition, they provide new data at intermediate values of the coupling parameter, to which theoretical approaches can be compared.

We propose, in the present work, a theoretical approach for treating the distribution of counterions near the charged plate. This approach is based on an approximate evaluation of the response of the ionic layer to the presence of a single test particle. While an exact evaluation of this response would, in principle, allow the distribution of ions to be obtained exactly, we show that even its approximate calculation provides meaningful and useful results. In the limits of small and large \( \Xi \) the exact density profile is recovered. At intermediate values of the coupling parameter our approach agrees semiquantitatively with all the currently available simulation data.

The outline of this work is as follows. In Sec. II we present the model and discuss why it produces the exact density profile in the weak and strong coupling limits. In Sec. III we present numerical results for the density profile close to the charged plate, and compare them with simulation results of Ref. \cite{13}. Numerical results of our model, further away from the charged plate, where there are currently no data from simulation, are presented in Sec. IV, and scaling results are obtained for the behavior of our model in this regime. Finally, in Sec. V we discuss the relevance of our model’s predictions, at small and large \( z \), to the exact theory. Many of the technical details and derivations appear in the appendixes at the end of this work.

**II. MODEL.**

**A. Scaling**

Consider the system shown in Fig. 1, with the parameters \( \alpha, \epsilon, \text{ and } \epsilon \) defined in the Introduction. We will first express the free energy using the dimensionless coupling parameter \( \Xi \). In the canonical ensemble the partition function can be written as follows (\( \tilde{z}_i \) is the \( z \) coordinate of the \( i \)th ion):

\[
\exp(-F_N) = \frac{1}{N!} \int \prod_{i=1}^{N} d^3r_i \exp \left[ -\sum_{i=1}^{N} \frac{\tilde{z}_i}{\mu} - \sum_{i>j}^{N} \frac{l_B}{|\tilde{r}_i - \tilde{r}_j|} \right],
\]

where \( l_B = e^2 / e k_B T \) is the distance at which the Coulomb energy of two ions is equal to the thermal energy \( k_B T \), and \( \mu = e^2 / (2 \pi l_B \alpha) \) characterizes the bare interaction of an ion with the charged plane. These quantities, the only two independent length scales in the problem, are known as the Bjerrum length and Gouy-Chapman length, respectively. We rescale the coordinates by the Gouy-Chapman length,

\[
\tilde{r}_i = \frac{r_i}{\mu},
\]

yielding \( \exp(-F_N) = (\mu)^N \exp(-\bar{F}_N) \), where

\[
\exp(-\bar{F}_N) = \frac{1}{N!} \int \prod_{i=1}^{N} d^3\tilde{r}_i \exp \left[ -\sum_{i=1}^{N} \tilde{z}_i - \sum_{i>j}^{N} \frac{\Xi}{|\tilde{r}_i - \tilde{r}_j|} \right]
\]

and the ratio

\[
\Xi = \frac{l_B}{\mu}
\]

is the coupling parameter that was previously defined in Eq. (1). The requirement of charge neutrality is \( N/\tilde{\Lambda} = \sigma / e \), where \( \tilde{\Lambda} \) is the planar area. Hence the number of ions per rescaled unit area is equal to

\[
\frac{N}{\tilde{\Lambda}} = \frac{1}{2 \pi \Xi},
\]

where \( \tilde{\Lambda} = \tilde{\Lambda}/\mu^2 \). The local density of ions in the rescaled coordinates is equal to \( \rho(\tilde{r}) = \mu^2 \tilde{\rho}(\tilde{r}) \). Due to symmetry this density depends only on \( \tilde{z} \) and it is convenient to define a normalized, dimensionless, density per unit length

\[
\bar{n}(\tilde{z}) = 2 \pi l_B \mu^2 \tilde{\rho} = 2 \pi \Xi \tilde{\rho}
\]

having the property

\[
\int_0^\infty d\tilde{z} \bar{n}(\tilde{z}) = 1
\]

as seen from Eqs. (6) and (7). From here on we will omit the \( \sim \) symbol from all quantities in order to simplify the notation. In order to express physical quantities in the original, nonscaled units, the following substitutions can be used:

\[
r \rightarrow r / \mu,
\]

\[
n \rightarrow 2 \pi l_B \mu^2 \rho.
\]

We will also omit the subscript \( N \) from the free energy \( \bar{F}_N \), implying that \( N \) is determined by charge neutrality.
B. Known results in the limits of small and large $\Xi$

We briefly review some known properties of the ion distribution in the limits of small and large $\Xi$ (for a more complete discussion, see Ref. [10]). In the limit of $\Xi \to 0$ mean-field theory becomes exact. The density profile is obtained from the Poisson-Boltzmann (PB) equation and decays algebraically, having the form [23]

$$n_{PB}(z) = \frac{1}{(z+1)^2}. \quad (11)$$

Within the adsorbed layer ions form a three-dimensional, weakly correlated gas: the electrostatic interaction between neighboring ions is small compared to the thermal energy. This last statement can be verified by considering the density of ions at contact with the plane, $\rho_{PB}(0)=1/(2\pi \Xi)$ [see Eqs. (7) and (11)]. The typical distance between neighboring ions is thus of order $\Xi^{1/3}$. In the nonscaled units this distance is much larger than $l_B$, which validates the statement that ions are weakly correlated: $\Xi^{1/3}\mu > l_B$. Note also that this typical distance is small compared to the width of the adsorbed layer (Gouy-Chapman length): $\Xi^{1/3}/\mu < \mu$.

In the opposite, strong coupling (SC) limit of $\Xi \gg 1$, the density profile decays exponentially:

$$n_{SC}(z) = \exp(-z). \quad (12)$$

The width of the adsorbed layer is still of order $\mu$ in the nonscaled units, but is now small compared to $l_B$. Equation (6) indicates that the average lateral distance between ions is then of order $\Xi^{1/2}$. This distance is large compared to the width of the ionic layer, $\Xi^{1/2}\mu > \mu$. On the other hand, it is small in units of the Bjerrum length $\Xi^{1/2}\mu = \Xi^{-1/3} l_B \ll l_B$. The ions form, roughly speaking, a two-dimensional sheet and are highly correlated within this adsorbed layer. The typical lateral separation between ions, $\Xi^{1/2}$, is an important length scale in the strong coupling limit, and will play an important role also in our approximated model.

At sufficiently large values of $\Xi$ it has been conjectured (but not proved) that ions form a two-dimensional, triangular close-packed Wigner crystal parallel to the charged plate. Based on the melting temperature of a two-dimensional, one-component plasma, one can estimate that this transition occurs at $\Xi \approx 31\,000$ [9,13]. Furthermore, the ion-ion correlation function is expected to display short range order similar to that of the Wigner crystal even far below this transition threshold. The exponential decay of Eq. (12) was predicted, based on these notions, in Ref. [9]. The same result can be obtained also in a formal virial expansion [10], which is valid for large $\Xi$ but does not involve long range order parallel to the charged plate at any value of $\Xi$.

Finally we note two general properties of the density profile that are valid at any value of $\Xi$. First, the normalized contact density $n(0)$ is always equal to unity—a consequence of the contact theorem [24] (see also Appendix D). Second, the characteristic width of the adsorbed layer is always of order unity in the rescaled units. These two properties restrict the form of the density distribution quite severely and indeed the two profiles (11) and (12) are similar to each other close to the charged plane. Far away from the plate, however, they are very different from each other: at $z \approx 1$ the probability to find an ion is exponentially small in the SC limit, while in the weak coupling limit it decays only algebraically and is thus much larger. Furthermore, in the weak coupling case, moments of the density, including the average distance of an ion from the plate, diverge.

Although the form of the density profile is known in the limits of small and large $\Xi$, two important issues remain open. The first issue is the form of the density profile at intermediate values of $\Xi$. At coupling parameter values such as 10 or 100 perturbative expansions around the limits of small or large $\Xi$ [10,20] are of little use, because they tend to give meaningful results only at small values of their expansion parameter. Such intermediate values are common in experimental systems with multivalent ions, as demonstrated in Table I. Second, even at very small or very large $\Xi$ the respective asymptotic form of $n(z)$ may be valid within a limited range of $z$ values. In particular, for large $\Xi$ it is natural to suppose that sufficiently far away from the charged plate the density profile crosses over from SC to PB behavior. Indeed, far away from the plate the ion density is small, resembling the situation near a weakly charged surface. The main objective of this work is to investigate these issues, both of which necessitate going beyond the formal limits of vanishing and infinite $\Xi$.

<table>
<thead>
<tr>
<th>$\sigma$ ($e/\AA^2$)</th>
<th>$\mu$ (Å)</th>
<th>$\Xi(1-e)$</th>
<th>$\Xi(4-e)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cell membrane</td>
<td>0.002</td>
<td>10</td>
<td>0.6</td>
</tr>
<tr>
<td>DNA</td>
<td>0.01</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>Mica</td>
<td>0.02</td>
<td>1</td>
<td>6</td>
</tr>
</tbody>
</table>

C. Test-charge mean-field model

Our model is based on the following observation: the normalized density $n(z)$ is proportional to the partition function of a system where a single ion is fixed at the coordinate $z$,

$$n(z) = \frac{1}{Z} \exp[-F(z)], \quad (13)$$

where

See also Table I. Characteristic values of $\sigma$, $\mu$, and $\Xi$ for several representative macromolecules. Values of $\Xi$ are shown for two cases: monovalent counterions ($1-e$) and four-valent ones ($4-e$). The Gouy-Chapman length $\mu$ corresponds to monovalent ions. The cell membrane charge density is estimated assuming that 10% of the lipids in the membrane are charged. The surface charge of DNA is estimated from the linear charge density along the DNA contour, equal to $1/1.7\, e/\AA$, and assuming a radius of 10 Å. For mica full dissociation of charged groups is assumed. In all three cases the Bjerrum length is taken as $l_B=7$ Å, which corresponds to water at room temperature.
exp\[-F(z_0)\] 
\[= \frac{1}{(N-1)!} \int d^3r_1 \cdots d^3r_N \exp\left(-z_0 - \sum_{i=1}^{N-1} \frac{\Xi}{|r_i - z_0\hat{z}|} - \sum_{j<i} \frac{\Xi}{|r_i - r_j|}\right)\] (14)

and

\[Z = \int_0^\infty dz \exp[-F(z)],\] (15)

where the coordinate of the fixed (Nth) ion in Eq. (14) is \(z_0\hat{z}\).

Equations (13)–(15) are exact and can be readily formulated also in the grand-canonical ensemble.

In the original coordinates \(F(z_0)\) is the free energy of ions in the external potential

\[\frac{z}{\mu} + \frac{l_B}{|r - z_0\hat{z}|}\] (16)
eexerted by the charged plane and fixed ion. Examination of Eq. (14) shows that in the rescaled coordinates these are ions of charge \(\sqrt{\Xi}\) in the external potential

\[\frac{1}{\sqrt{\Xi}} \left[ \frac{z}{\mu} + \frac{\Xi}{|r - z_0\hat{z}|} \right].\] (17)

Our starting point for evaluating \(n(z)\) is the exact relation expressed by Eq. (13) but we will use a mean-field approximation in order to evaluate \(F(z_0)\). In this approximation the free energy is expressed as an extremum of the following functional of \(\varphi\):

\[F_{PB}(z_0) = \frac{1}{\Xi} \int d^3r \left[ -\frac{1}{8\pi} (\nabla \varphi)^2 - \lambda \theta(\varphi) e^{-\varphi} + \varphi - F_{self} \right] - F_{self},\] (18)

where \(\varphi\) is the reduced electrostatic potential, \(\theta(\varphi)\) is the Heaviside function, and \(F_{self}\) is an infinite self-energy which does not depend on \(z_0\). The derivation of Eq. (18) is given in Appendix A.

The mean-field equation for \(\varphi\) is found from the requirement \(\delta F_{PB}/\delta \varphi(r) = 0\),

\[-\frac{1}{4\pi} \nabla^2 \varphi = \lambda \theta(\varphi) e^{-\varphi} - \frac{1}{2\pi} \delta(\varphi) + \Xi \delta(r - z_0\hat{z}).\] (19)

This equation describes the mean-field distribution of ions in the presence of a charged plane of uniform charge density \(-1/(2\pi)\) [second term in Eq. (19)] and a point charge \(\Xi\) located at \(r = z_0\hat{z}\) [third term in Eq. (19)]. In cylindrical coordinates the solution \(\varphi\) can be written as a function only of the radial coordinate \(r\) and of \(z\), due to the symmetry of rotation around the \(z\) axis.

**D. Limits of small and large \(\Xi\)**

As a first example we present, in Fig. 2, density profiles \(n(z)\) obtained numerically from Eqs. (20) and (21) at \(\Xi = 10\,000\) (squares) and \(\Xi = 0.1\) (circles). The continuous lines are the theoretically predicted profiles at \(\Xi \to 0\), \(n_{PB}(z) = 1/(z+1)^2\), and in the strong coupling limit, \(n_{SC} = \exp(-z)\).

It is easy to show that at the extremum of \(F_{PB}\) the overall charge of the system, including the charged surface, test charge, and mobile counterions, is zero. The fugacity \(\lambda\) has no effect on the extremal value of \(F_{PB}\); changing its value only shifts \(\varphi(r)\) by a constant.

Equations (13) and (15), together with the mean-field approximation for \(F(z_0)\) given by Eqs. (18) and (19), constitute the approximation used in this work:

\[n(z) = \frac{1}{Z} \exp[-F_{PB}(z)],\] (20)

where

\[Z = \int_0^\infty dz \exp[-F_{PB}(z)].\] (21)

We will refer to this approximation as the test-charge mean-field (TCMF) model.
potential at \( \mathbf{r} \), when a test charge is fixed at \( z_0 \hat{\mathbf{z}} \) [the first argument of \( \varphi(\mathbf{r}; z_0) \) designates the position \( \mathbf{r} \) where the potential is evaluated, while the second argument designates the position of the test charge, \( z_0 \hat{\mathbf{z}} \)]. In other words, the gradient of \( \ln[n(z_0)] \) is equal to the electrostatic force acting on a test charge positioned at \( \mathbf{r} = z_0 \hat{\mathbf{z}} \). This equation does not involve any approximations and is proved in Appendix B.

Within our approximation, where \( F(z_0) \) is replaced by \( F_{PB}(z_0) \), a similar equation holds (also proved in Appendix B)

\[
\frac{d}{dz_0} \ln[n(z_0)] = -\frac{d}{dz_0} F_{PB}(z_0) = -\left. \frac{\partial}{\partial z} \varphi(\mathbf{r}; z_0) \right|_{\mathbf{r} = z_0 \hat{\mathbf{z}}},
\]

where \( \varphi(\mathbf{r}; z_0) \) is now the solution of Eq. (19). In other words, the gradient of \( \ln[n(z_0)] \) is equal to the electrostatic force experienced by a test charge positioned at \( \mathbf{r} = z_0 \hat{\mathbf{z}} \), evaluated using the mean-field equation (19). This quantity

\[
f(z_0) = \left. \frac{\partial}{\partial z} \varphi(\mathbf{r}; z_0) \right|_{\mathbf{r} = z_0 \hat{\mathbf{z}}}
\]

will be studied in detail below because of its important role within our model. With this notation the relation between \( f(z) \) and \( n(z) \) reads

\[
\frac{d}{dz_0} \ln[n(z_0)] = -f(z).
\]

Using Eq. (25) we can understand why both the weak and strong coupling limits are reproduced correctly in our model.

1. Weak coupling

In the limit \( \Xi \to 0 \),

\[
\frac{\partial}{\partial z} \varphi(\mathbf{r}; z_0) \to \frac{d}{dz} \varphi_{PB}(z),
\]

where \( \varphi_{PB}(z) \) is the solution of Eq. (19) without a test charge, i.e., setting \( \Xi = 0 \). We note that the potential \( \varphi \) [Eq. (19)] has three sources: the charge of mobile counterions, \( \lambda \theta(z)e^{-\varphi} \), the uniformly charged plane, and the test charge. Although the potential due to the test charge is infinite at \( \mathbf{r} = z_0 \hat{\mathbf{z}} \), its derivative with respect to \( z \) is zero and has no contribution in Eq. (26). Using Eq. (25) we find

\[
\frac{d}{dz_0} \ln[n(z_0)] = -\frac{d}{dz} \varphi_{PB}(z).
\]

This equation, together with the normalization requirement for \( n(z) \), leads to the result

\[
n(z) = \frac{1}{Z_0} \exp[-\varphi_{PB}(z)] = n_{PB}(z).
\]

2. Strong coupling

In the strong coupling limit, \( \Xi \to \infty \), a correlation hole forms in the distribution of mobile counterions around the test charge at \( \mathbf{r} = z_0 \hat{\mathbf{z}} \). The structure and size of this hole, as obtained from Eq. (19), will be discussed in detail later. For now it is sufficient to note that the correlation hole gets bigger with increasing \( \Xi \). As \( \Xi \to \infty \) the force at \( z_0 \hat{\mathbf{z}} \) due to the mobile counterions vanishes, leaving only the contribution of the charged plane: \( (\partial/\partial z) \varphi(\mathbf{r}; z_0, \Xi) \to 1 \). Hence in this limit

\[
\frac{d}{dz} \ln[n(z)] = -1,
\]

leading to the strong coupling result

\[
n(z) = \exp(-z),
\]

where the prefactor of the exponent follows from the normalization condition, Eq. (8).

In the rest of this work we will explore predictions of the TCMF model at intermediate coupling, where neither of the two limits presented above is valid. Before proceeding we note that a similar discussion as above, of the weak and strong coupling limits, applies also to the exact theory, because of Eq. (22).

III. NUMERICAL RESULTS AND COMPARISON WITH SIMULATION

A. Results for \( f(z) \)

We consider first the behavior of \( f(z) \), defined in Eq. (24), close to the charged plane. Figure 3(a) shows this behavior for \( \Xi = 1, 10, 10^2, 10^3 \), and \( 10^4 \) (alternating solid and dashed lines). The curves were obtained from a numerical solution of the partial differential equation (PDE), Eq. (19) (see Appendix C for details of the numerical scheme). For comparison the weak coupling (PB) and SC limits are shown using dotted lines:

\[
f_{PB}(z) = \frac{2}{z + 1}; \quad f_{SC}(z) = 1.
\]

As \( \Xi \) increases \( f(z) \) gradually shifts from PB to SC behavior. At \( \Xi = 10^4 \), \( f(z) \) is very close to 1 within the range of \( z \) shown in the plot, although there is still a noticeable small deviation from unity.

In Fig. 3(b) these results are compared with simulation data (symbols), adapted from Ref. [13]. The value of \( f(z) \) was obtained from the simulation results for \( n(z) \) using the relation \( d \ln[n(z)]/dz = -f(z) \) [25]. Qualitatively our results agree very well with simulation. Note especially the gradual decrease of \( f(z) \) with increasing \( z \) for \( \Xi = 100 \) (diamonds): this value of \( \Xi \) is far away from both the weak coupling and the strong coupling limits. The regime where \( f(z) \) decreases linearly with \( z \) will be further discussed in Sec. IV A.

It was previously conjectured [10] that for all values of \( \Xi \) the SC limit is valid close enough to the charged plane. We note, however, that at contact with the plane \( f(z) \) is different from unity at small and intermediate values of \( \Xi \). Hence it is not very meaningful to define a region close to the plane where the SC limit is valid, unless \( \Xi \) is very large. Values of \( f(z) \), extracted from simulation data in Fig. 3(b), suggest the same conclusion, i.e., \( f(z) \) does not approach unity at contact.
with the plane. A more accurate measurement of \( f(z) \) in the simulation is desirable because the error bars, as obtained in Fig. 3(b), are quite large.

**B. Results for \( n(z) \)**

The density profile \( n(z) \) can be found numerically by integrating Eq. (25) and use of the normalization condition (8) [26]. Figure 2 already demonstrated that \( n(z) \) coincides with the exact profiles, \( n_{PB}(z) \) and \( n_{SC}(z) \), in the limits of small and large \( \Xi \). Figure 4(a) shows the difference between \( n(z) \) and \( n_{PB}(z) \) for \( \Xi = 1, 10, 10^2, \) and \( 10^4 \), as calculated numerically in the TCMF model (continuous lines). These results are compared with simulation data (symbols) [13, 27].

We first observe that the contact theorem is not obeyed in our approximation: \( n(0) - n_{PB}(0) = n(0) - 1 \) is different from zero. This is an undesirable property, because the contact theorem is an exact relation. The contact theorem is obeyed in the TCMF model only in the limits of small and large \( \Xi \), where the density profile as a whole agrees with the exact form, and the normalization condition (8) enforces \( n(0) \) to be correct. The violation at intermediate values of \( \Xi \) is finite, small compared to unity, and peaks at \( \Xi \) between 10 and 100. At these values of \( \Xi \), the overall correction to PB is quite inaccurate at the immediate vicinity of the charged plate. On the other hand, at \( z \) larger than 1 our approximated results agree quite well with simulation for all the values of \( \Xi \), as seen in Fig. 4(a).

The violation of the contact theorem in the TCMF model can be traced to a nonzero net force exerted by the ionic solution on itself (see Appendix D). This inconsistency re-
results from the use of a mean-field approximation for the distribution of ions around the test charge, while the probability distribution of the test charge itself is given by Eq. (20).

It is possible to evaluate exactly the first-order correction in \( \Xi \) to the PB density profile in the TCMF model, the details of which are given in Appendix E. This correction turns out to be different from the exact first-order correction, which was calculated in Ref. [20] using a loop expansion up to one loop order (also shown in Appendix E). It is important to note, however, that the latter correction provides a useful result only for relatively small values of \( \Xi \). At \( \Xi \) of order 10 and larger TCMF results are much closer to simulation than those of the loop expansion.

Further comparison with simulation is shown in Fig. 4(b). Here we show the density \( n(z) \) itself, rather than the difference with respect to \( n_{\text{PB}}(z) \). The data are shown on a larger range of \( z \) than in part (a) and a logarithmic scale is used in order to allow small values of \( n(z) \) to be observed far away from the plate. In the range shown the TCMF model agrees semiquantitatively with simulation.

As a summary of this section we can say that the TCMF model captures the essential behavior of the ion distribution at close and moderate distances from the charged plate. Furthermore, all the available data from simulation agree qualitatively with our approximation's predictions.

IV. TCMF RESULTS FAR AWAY FROM THE CHARGED PLATE

Our analysis of the ion distribution far away from the charged plate is done, at first, strictly within the context of the TCMF model, while a discussion of its relevance to the exact theory is deferred to Sec. V. The main question of interest is whether a transition to PB behavior occurs at sufficiently large \( z \), even for large values of \( \Xi \).

As a first step we will identify the important length scales characterizing the density distribution. Let us concentrate first on the size of the correlation hole around a test charge. Naively we may expect this size to be of order \( \Xi \), due to the form of the bare potential, \( \frac{\Xi}{|r-z_0|} \). A simple argument shows, however, that when the test charge is close to the charged plate the size of the correlation hole is much smaller than \( \Xi \). Assume, roughly, that the mobile ion density is zero within a cylindrical shell of radius \( R \) around the test charge. The amount of charge depleted from this cylinder is then equal to \( R^2/2 \), since the surface charge per unit area is equal to \( 1/2\pi \) [see Eq. (19)]. This depleted charge must balance exactly the charge of the test particle, equal to \( \Xi \), yielding a cylinder radius that scales as \( \sqrt{\Xi} \) rather than as \( \Xi \).

In order to put this argument to test, Fig. 5(a) shows the density of mobile ions calculated from Eq. (19) with a test charge at \( z_0 = 1 \), having \( \Xi = 1000 \). The shape of the correlation hole is roughly cylindrical and its radius is indeed of order \( \sqrt{\Xi} \approx 30 \). The influence of the test charge on its surroundings is very nonlinear, with a sharp spatial transition from the region close to the test charge, where the density is nearly zero, to the region further away, where the effect of the test charge is very small. At larger separations from the plate the qualitative picture remains the same, as long as \( z_0 \) is small compared to \( \sqrt{\Xi} \) and provided that \( \Xi \gg 1 \).

A very different distribution of mobile ions is found when \( z_0 = 0 \) is of order \( \Xi \), as shown in Fig. 5(b). The coupling parameter is the same as in part (a), \( \Xi = 1000 \), but the test charge is now at \( z_0 = 1000 \). Instead of showing directly the density of mobile ions as in part (a), the figure shows the ratio between this density and \( n_{\text{PB}}(z) = 1/(z+1)^2 \). This ratio is now very close to unity near the charged plane, where most of the ions are present. It is small compared to unity only within a spherical correlation hole around the test charge, whose size is of order \( \Xi \).

FIG. 5. (a) Scaled density of ions around a test charge, positioned at \( z_0 = 1 \), as obtained from Eq. (19). The cross designates the position of the test charge. In cylindrical coordinates the density is a function only of \( z \) (horizontal axis) and \( r \) (vertical axis). Darker shading in the plot means larger density (see also the legend on the right). The coupling constant is \( \Xi = 1000 \). For \( r \) larger than \( \sqrt{\Xi} \) the profile, as function of \( z \), quickly converges to the PB profile, \( n_{\text{PB}}(z) \). (b) A similar plot as in part (a), but the test charge is now at \( z_0 = \Xi = 1000 \). Here the ratio between the density and the PB profile is shown, rather than the density itself. This ratio is everywhere a number between zero (black) and one (white). The effect of the test charge on the ion distribution is large only within a correlation hole around the test charge, having approximately a spherical shape and a radius of order \( \Xi \).
The above examples lead us to divide our discussion of the $z$ dependence into two regimes

A. $z < \sqrt{\Xi}$

In order to justify use of the cylindrical correlation hole approximation within this range, let us assume such a correlation hole and calculate the force acting on the test charge:

$$ f(z) = \int_0^\infty dz' n_{PB}(z') \frac{z' - z}{\sqrt{\Xi + (z' - z)^2}}, \quad (32) $$

where $n_{PB}(z')$ is given by Eq. (11), the radius of the cylindrical region from which ions are depleted is taken as $\sqrt{\Xi}$, and the expression multiplying $n_{PB}(z')$ is the force exerted by a charged sheet having a circular hole of radius $\sqrt{\Xi}$ and positioned in the plane $z'$. Figures 6(a) and 6(b) show a comparison of this approximation (dashed lines) with that obtained from a full numerical solution of Eq. (19) (solid lines). The coupling parameter is equal to 10 000 in (a) and to 100 in (b). In both cases the approximation works well up to $z_0 = \sqrt{\Xi}$. In Fig. 6(c) the force acting on a test charge at contact with the plane, $f(0)$, is shown for five values of $\Xi$ between 1 and 10 000 (symbols), and compared with the approximation of Eq. (32) (solid line). Note that Eq. (32) is not a good approximation when $\Xi$ is of order unity or smaller, since the correlation hole is then small compared to the width of the ion layer.

B. $z > \sqrt{\Xi}$

When the test charge is far away from the plane, its effect close to the charged plate is small, suggesting that a linear response calculation may be applicable:

$$ f(z) = f_{PB}(z) + \Xi f_1(z). \quad (33) $$

The first term in this equation is the PB value of $f(z)$, while $f_1(z)$ can be calculated using previous results of Ref. [20]:

$$ f_1(z) = \frac{d g(z)}{2 dz} = \frac{1}{4(z + 1)} \left\{ 8 z - (1 + i) e^{(1-i)z} [1 - z + (1 - 2 i) z^2 + z^3] \times E_i[(1 - i) z] - (1 - i) e^{(1+i)z} [1 - z + (1 + 2 i) z^2 + z^3] \times E_i[(1 + i) z] \right\}, \quad (34) $$

where $g(z)$ was defined in Ref. [20] and is given by Eq. (E11), and $E_i(z)$ is the exponential-integral function [28]. We prove the first equality of Eq. (34) in Appendix E. Figure 7 shows a comparison of $f(0)$ in the approximation given by Eq. (32) (symbols) and in the exact PB solution (solid line) for a wide range of $\Xi$ values.

FIG. 6. (a,b) Comparison of the approximation to $f(z)$ given by Eq. (32) (dashed line), with a full numerical solution of the PDE (solid line). The coupling parameter $\Xi$ is equal to 10 000 in (a) and to 100 in (b). Note that the approximation shown in the dashed line is good up to a distance from the plate equal to about $\sqrt{\Xi}$ in both cases. A distance of $\sqrt{\Xi}$ from the charged plate is designated by the vertical dotted lines. Part (c) shows a comparison of $f(0)$ in the approximation given by Eq. (32) (symbols) and in the exact PB solution (solid line) for a wide range of $\Xi$ values.

FIG. 7. First-order (linear) term in an expansion of $f(z)$: $f(z) = f_{PB}(z) + \Xi f_1(z) + \cdots$, Eq. (34), as obtained from the loop expansion of Ref. [20]. The dashed line shows the asymptotic form of $f_1(z)$ at large $z$, $f_1(z) = 3/(4 z^2)$. 

shows \( f_1(z) \) (solid line) together with its asymptotic form for large \( z \) (dashed line),

\[
 f_1(z) \approx \frac{3}{4z^2}, \quad z \gg 1. \tag{35}
\]

Note that the asymptotic form of \( \Xi f_1(z) \) has the same \( z \) dependence as the electrostatic force exerted by a metallic surface, equal to \( \Xi/(4z^2) \) in our notation, but the numerical prefactor is different.

Although the influence of the test charge is small near the surface, its influence on ions in its close vicinity is highly nonlinear and definitely not small. Hence the applicability of Eq. (33) is far from being obvious when \( \Xi \) is large. We check this numerically by calculating \( f(z) - f_{PB}(z) \) and comparing with \( \Xi f_1(z) \). The results are shown in Fig. 8(a), for five values of \( \Xi \): 1, 10, 10\(^2\), 10\(^3\), and 10\(^4\).

For each value of \( \Xi \) the ratio \( (f-f_{PB})/(\Xi f_1) \) (shown in the plot) approaches unity as \( z \) is increased, showing that Eq. (33) does become valid at sufficiently large \( z \). The approach is, however, rather slow: a value close to unity is reached only when \( z \gg \Xi \). At \( z = \Xi \) the ratio is approximately equal to 0.6 in all five cases. We conclude that the linear approximation of Eq. (33) is applicable only for \( z \gg \Xi \). Note that at these distances from the charged plate the linear correction itself is very small compared to the PB term:

\[
 \frac{\Xi f_1(z)}{f_{PB}(z)} \approx \frac{3\Xi z + 1}{4z^2} \approx \frac{3\Xi}{8z} \ll 1, \tag{36}
\]

where we also assumed that \( z \gg 1 \) and used Eq. (35).

Further insight on the results shown in Fig. 8(a) is obtained by noting that all of them approximately collapse on a single curve after scaling the \( z \) coordinate by \( \Xi \). This curve, denoted by \( h(z/\Xi) \), is shown in Fig. 8(b):

\[
 f(z) - f_{PB}(z) = \Xi f_1(z) \times h\left(\frac{z}{\Xi}\right). \tag{37}
\]

In order to demonstrate at what range of \( z \) values this scaling result is valid, the same data are shown in Fig. 9 using a logarithmic scale in the horizontal \( (z/\Xi) \) axis. It is then seen clearly that (37) holds for \( z/\Xi \) larger than a minimal value, which is proportional to \( \Xi^{-1/2} \). The vertical arrows designate \( z/\Xi = 1.5\sqrt{\Xi} \) for each value of \( \Xi \), approximately the point where the scaling becomes valid. Returning to consider \( z \) itself, we conclude that Eq. (37) holds for \( z \gg 1.5\sqrt{\Xi} \). This result justifies the separation of the \( z \) dependence into two regimes, \( z < \sqrt{\Xi} \) and \( z > \sqrt{\Xi} \).

We finally turn to consider the ion density \( n(z) \). Using Eqs. (35) and (37) we can write
FIG. 10. Scaled ion density, \( n(z) \) calculated using the TCMF model, shown for five different values of \( \Xi \) (solid lines, top to bottom): 1, 10, 10^2, 10^3, and 10^4. A logarithmic scale is used on both axes, allowing the behavior far away from the charged plane to be seen. The dashed lines show \( n_{PB}(z) \) (upper dashed line) and \( n_{SC}(z) \) (lower dashed line). At \( z \gg \Xi \) the density profile is proportional to \( n_{PB}(z) \), with a prefactor whose logarithm scales as \( \sqrt{\Xi} \). To demonstrate this the horizontal arrows mark the value of \( \exp(-0.8\sqrt{\Xi} n_{PB}(10^4)) \) for \( \Xi = 10^1, 10^2, 10^3, \) and \( 10^4 \). The prefactor 0.8 is an approximate fitting parameter.

\[
- \frac{d}{dz} n(z) = f(z) = f_{PB}(z) + \left( \frac{1}{\Xi} \right)^{3/4} \left( \frac{z}{\Xi} \right)^{-1} h \left( \frac{z}{\Xi} \right),
\]

which leads, upon integration, to the approximate scaling result

\[
n(z) \approx c_0(\Xi) \frac{1}{(z+1)^{\eta(\Xi)}},
\]

where

\[
\ln[\eta(u)] = -\frac{3}{4} \int_u^\infty du' \frac{h(u')}{u'^2}.
\]

The prefactor \( c_0(\Xi) \) depends, through the normalization condition, on the behavior of \( n(z) \) close to the charged plane where the scaling form of Eq. (39) is not valid. Equation (39) is indeed validated by the numerical data and applies for \( z \gg \sqrt{\Xi} \) and \( \Xi \gg 1 \).

The density itself, \( n(z) \), is plotted in Fig. 10 using a semi-logarithmic scale, for \( \Xi = 1, 10, 10^2, 10^3, \) and \( 10^4 \). At \( z \gg \Xi \), \( n(z) \) is proportional to \( n_{PB}(z) \), as expected from Eq. (39). The prefactor \( c_0 \) is extremely small for large \( \Xi \). We recall that \( c_0 \) is mainly determined by the behavior close to the charged plane, where \( f(z) \) is of order unity up to \( z \approx \sqrt{\Xi} \). Following this observation we can expect \( \ln[c_0(\Xi)] \) to scale roughly as \( \sqrt{\Xi} \). This estimate is validated by the numerical results and is demonstrated in the figure using the horizontal arrows. For \( \Xi = 10^1, 10^2, 10^3, \) and \( 10^4 \) these arrows show an estimate for \( n(z) \) at \( z = 10^4 \), given by

\[
n_{PB}(z)[\exp(-0.8\sqrt{\Xi})]
\]
in very good agreement with the actual value of \( n \).

V. FURTHER DISCUSSION

At this point we may ask to what extent our results represent the behavior of \( n(z) \) in the exact theory. Before discussing this question we turn our attention for a moment to the system that our problem was mapped into in Eq. (19)—that of a single ion of valence \( \Xi \) in contact with a charged plane and its monovalent counterions. The results of Secs. III and IV can be regarded as exact for such a system, provided that the monovalent ions are weakly correlated (having, by themselves, a small coupling parameter as determined from their charge and that of the planar surface). These results are thus of direct relevance to the interaction of a large multivalent macroion with a charged surface that is immersed in a weakly correlated solution of counterions.

Returning to the original question, we separate our discussion according to the scaling results of the numerical analysis.

A. \( z < \sqrt{\Xi} \)

When \( \Xi \) is very large a test charge at \( z < \sqrt{\Xi} \) is essentially decoupled from the rest of the ionic solution, feeling only the force exerted by the charged plane. This is the reason why an exponential decay, \( n(z) \sim \exp(-z) \), is obtained in our model, as well as in simulation and in the perturbative strong coupling expansion of Ref. [10]. However, at intermediate values of \( \Xi \) such as 10, 100, or 1000 our results show that this exponential decay is only a rough approximation. The decoupling of a test charge from the rest of the ions is only partial, even at \( z = 0 \), leading to a value of \( f(z) \) that is (i) larger than unity at \( z = 0 \) and (ii) considerably smaller than unity at \( z \approx \sqrt{\Xi} \). Both of these predictions are validated by simulation, as shown in Fig. 3(b).

The quantitative agreement in \( f(z) \) between our model and simulation is surprisingly good, considering that the ionic environment surrounding the test charge is different in our approximation, compared to the exact theory. This good agreement can be attributed to the correct length scales that characterize the approximate ionic environment: \( \sqrt{\Xi} \) in the lateral direction and 1 in the transverse direction. Indeed, in the lateral direction our results can be compared with pair distributions that were obtained in Monte Carlo simulation [13]. The pair distributions found in the simulation are characterized by a strong depletion within a correlation hole having diameter of order \( \sqrt{\Xi} \), in great similarity to Fig. 5(a). What is not captured by our approach is that multiple maxima and minima exist at \( \Xi \approx 100 \) [29]. Nevertheless, even at the very large coupling parameter value \( \Xi = 10^4 \) these oscillations decay quite rapidly with lateral distance, and we can still say that the TCMF model captures the most significant feature of the pair distribution (namely, the structure of the correlation hole).

B. \( z > \sqrt{\Xi} \)

Throughout most of this section we concentrate on the case \( z > \Xi \), while a short discussion of the range \( \sqrt{\Xi} < z < \Xi \) is presented at the end of this section.
Our model predicts a transition to algebraic decay of \( n(z) \) at \( z \geq \Xi \). Similar predictions were made in Ref. [9] and in Ref. [13], where it was estimated that mean-field results are valid for \( z > \Xi \ln \Xi \) based on a perturbative expansion around mean field. There are currently no available results from simulation in this regime.

A mean-field behavior is obtained in our model in the sense that

\[
f(z) = f_{\text{PB}}(z) = \frac{1}{z + 1}
\]

decays as \( 1/z \) for large \( z \). Nevertheless, the finer details in our results do not match the form predicted by PB theory. The starting point for the following discussion is a hypothesis that sufficiently far from the plate the exact density follows a PB form

\[
n_{\text{asym}}(z) = \frac{1}{(z + b)^2},
\]

where \( b \) (or \( \mu b \) in the original, nonscaled coordinates) is an effective Gouy-Chapman length, characterizing the ionic solution far away from the plate.

The asymptotic density profile found in our approximation, \( n(z) = c(\Xi)/(z + 1)^2 \), is different from Eq. (42). To understand this difference let us explain first the asymptotic behavior of \( f(z) \): it decays in the TCFM model as \( 1/(z+1) \) because beyond the correlation hole the test charge is surrounded by an ion density of the form \( n_{\text{PB}} = 1/(z+1)^2 \). This form is different from the profile \( n(z) \) that is eventually obtained by integrating \( f(z) \)—an inconsistency which is the source of the difference between \( f(z) \) in our approximation and the hypothesized form \( f(z) \sim 1/(z+b) \) (see also the discussion in Appendix D).

The behavior of our approximate \( f(z) \) leads to a decay of \( n(z) \) of the form \( 1/(z+1)^2 \). The normalization condition for \( n(z) \) is then enforced through a small prefactor \( c(\Xi) \). In comparison, in the hypothesized form (42) the prefactor must be 1 and the normalization is achieved by a large value of \( b \). Note that \( b \) must be an extremely large number for large values of \( \Xi \): due to the exponential decay of \( n(z) \) at \( z \ll \sqrt{\Xi} \), the logarithm of \( b \) must be at least of order \( \sqrt{\Xi} \).

Further insight on the behavior at \( z \gg \Xi \) can be obtained using the exact equation (22): 

\[
\frac{d}{dz} \ln[n(z)] = -f(z),
\]

where \( f(z) \) is now the mean (thermally averaged) electrostatic force acting on a test charge at distance \( z \) from the plate, in the exact theory.

For the mean-field form \( n_{\text{asym}}(z) \) to be correct, the contribution to \( f(z) \) coming from the influence of the test charge on its environment must be small compared to the mean-field force, which is given by \( 1/(z+b) \). Following our results from the preceding section, the former quantity is given by \( \alpha \Xi/z^2 \), where \( \alpha \) is of order unity. Using the mean-field equation (19) we obtained \( \alpha = 3/4 \), in the exact theory, and for large \( \Xi \), where ions form a much more localized layer close to the plane than in mean field, it is plausible that \( \alpha = 1/4 \), as in the force acting on a test charge next to a conducting surface [9,13]. In any case, for Eq. (42) to represent correctly the decay of \( n(z) \) we must have

\[
\frac{\alpha \Xi}{z^2} < \frac{1}{z + b}
\]

leading to the result \( z \geq (\Xi b)^{1/2} \) which is exponentially large due to \( b \). Up to this crossover distance the decay of \( n(z) \) is dominated by the correlation-induced interaction with the ions close to the plate.

We conclude that for a very large range of \( z \) values the decay of \( n(z) \) must be different from Eq. (42). At the same time, a mean-field argument is probably applicable, because the density of ions is very small in this regime: we may presume that the contribution to \( f(z) \) can be divided into two parts—one part, coming from ions far away from the plate, which is hardly influenced by the test charge, and a second part, coming from ions close to the charged plate, where the test charge influence on \( f(z) \) is given by \( \alpha \Xi/\zeta^2 \). This reasoning leads to the following differential equation for \( n(z) \):

\[
\frac{d^2}{dz^2} \ln[n(z)] = 2n(z) + \frac{2\alpha \Xi}{z^3}
\]

whose detailed derivation is given in Appendix F. By defining 

\[
n(z) = \exp(-\phi + \alpha \Xi/\zeta) \quad \text{Eq. (45) is recast in the form}
\]

\[
\frac{d^2 \phi}{dz^2} = -2 \exp\left(-\phi + \frac{\alpha \Xi}{\zeta}\right) = -2 n(z)
\]

showing that mean-field theory is applicable, but an external potential \(-\alpha \Xi/\zeta\), coming from the ions close to the plate, must be included in the PB equation. In practice, for large \( \Xi \) this equation will lead to a decay of the form \( n(z) \sim \exp(\alpha \Xi/\zeta) \) as suggested also in Refs. [9,13], while a crossover to an algebraic decay will occur only at a distance of at least \( [\Xi \exp(\sqrt{\Xi})]^{1/2} \), where Eq. (44) has been used and prefactors of order unity, inside and outside the exponential, are omitted. A numerical solution of Eq. (46) may be useful in order to describe the ionic layer at intermediate values of \( \Xi \) (of order 10–100), where both mean-field and correlation-induced forces are of importance at moderate distances from the plate. In order to test this idea quantitatively more data from simulation are required.

Finally we discuss the case where \( z \geq \sqrt{\Xi} \) but \( z \) is not large compared to \( \Xi \). Let us also assume that \( \Xi \) is very large, so that most of the ions are much closer to the plate than a test charge fixed at \(cz \). Within the TCFM model the effect of the test charge on ions close to the plate is nonlinear, leading to the scaling result of Eq. (37). Similarly, in the exact theory it is not clear whether the correlation-induced force acting on the test charge is of the form \( \alpha \Xi/\zeta^2 \), since the effect of the test charge on ions close to the plate is not a small perturbation. Hence we believe that the relevance of Eq. (46) for \( z \ll \Xi \), and the behavior of \( f(z) \) in this regime, merit further investigation [30].
VI. CONCLUSION

In this work we showed how ion correlation effects can be studied by evaluating the response of the ionic solution to the presence of a single test particle. Although we calculated this response using a mean-field approximation, we obtained exact results in the limits of small and large \( \Xi \), and qualitative agreement with simulation at intermediate values.

The approach taken in this work demonstrates that for highly correlated ionic liquids it is essential to treat the particle charge in a nonperturbative manner. Once a single ion is singled out, even a mean-field approximation applied to the other ions provides useful results. This scheme, called the TCMF model, provides a relatively simple approximation, capturing the essential effects of strong correlations—to which more sophisticated treatments can be compared.

Technically what is evaluated in this work is the ion-surface correlation function. Consideration of correlation functions of various orders leads naturally to liquid-state theory approximations \[31\], some of which are very successful in describing ionic liquids \[22\]. In particular, these approximations usually treat the ion-ion correlation function in a more consistent manner than the approximation used in this work, thus possibly alleviating some of the undesirable features of the TCMF model presented here, such as the violation of the contact theorem. The main advantage of the TCMF model is its simplicity, allowing the behavior of \( n(z) \) to be understood in all the range of coupling parameter values in terms of \( f(z) \), the force acting on a test charge. Furthermore, the exact equation (22), which does not involve any approximation, is a useful tool in assessing correlation effects—as was done, for example, in this work in the end of Sec. V.

It will be useful to summarize the main results obtained in this work. First, the exact equation (22) provides a simple explanation of the exponential decay of the density profile in the strong coupling limit. In light of this equation, exponential decay is expected as long as the test charge is decoupled from the rest of the ionic solution. Note that there is no necessity for long range order to exist in order for the exponential decay to occur, as was emphasized also in Ref. \[9\]. Indeed, within our TCMF model the ion distribution around a test charge does not display any long range order [see Fig. 5(a)] and yet simulation results, in particular in the strong coupling limit, are recovered very successfully.

Second, the characteristic size of the correlation hole around an ion close to the plane, \( \sqrt{\Xi} \), plays an important role in determining the density profile. For very large \( \Xi \) the profile decays exponentially up to \( z = \sqrt{\Xi} \), beyond which a crossover to a less rapid decay occurs. For intermediate values of the coupling parameter \( z = \sqrt{\Xi} \) is still an approximate boundary between regimes of different behavior of \( n(z) \), but the density profile at \( z < \sqrt{\Xi} \) does not decay in the simple exponential form, \( \exp(-z) \). In this sense one cannot speak of a region close to the plate where strong coupling results are valid.

For \( z \approx \Xi \) our approximation predicts a transition to an algebraic decay of \( n(z) \), of the form \( c(z)/(z+1)^2 \), where the prefactor \( c(z) \) is exponentially small for large \( \Xi \). A different asymptotic behavior of the form \( 1/(z+b)^2 \) is probably valid at very large \( z \), but is not predicted by the TCMF model. Arguments presented in Sec. V, based on the exact equation (22), lead to the conclusion that for large \( \Xi \) the latter form (with a constant value of \( b \)) can only be valid at extremely large values of \( z \), while suggesting that at all distances from the plate larger than \( \Xi \) a modified mean-field equation, Eq. (46), is valid. This equation, matched with the behavior of the ion distribution close to the charged plate, ultimately determines the value of the effective Gouy-Chapman length \( b \).

Finally, as a by-product of the analysis of Sec. IV, we obtain scaling results for the interaction of a high-valent counterion with a charged plane immersed in a weakly correlated ionic liquid. All the results of Sec. IV and in particular the scaling form (37), valid for \( z \approx \sqrt{\Xi} \), can be regarded as exact in such a system.

Our approach can be easily generalized to more complicated geometries than the planar one, although the practical solution of the PB equation with a test charge may be more difficult in these cases. Other natural generalizations are to consider nonuniformly charged surfaces and charged objects in contact with a salt solution. Beyond the TCMF approximation of Eqs. (19)–(21), the exact equation (22) always applies and can be a very useful tool for assessing correlation effects near charged macromolecules of various geometries.

We conclude by noting that important questions remain open regarding the infinite planar double layer, which is the most simple model of a charged macroion in solution. One such issue, on which the present work sheds light, is the crossover from a strongly coupled liquid close to the charged plate to a weakly correlated liquid further away. In particular, the precise functional dependence of the effective Gouy-Chapman length \( b \) on \( \Xi \) is still not known. More simulation results, in particular at large distances from the charged plate, and a direct evaluation of \( f(z) \) from simulation may be useful in order to gain further understanding and to test some of the ideas presented in this work. Another important issue, which has not been addressed at all in the present work, is the possible emergence of a crystalline long range order parallel to the plane at sufficiently large values of the coupling parameter. Although plausible arguments have been presented for the occurrence of such a phase transition at \( \Xi \approx 3 \times 10^4 \) \[9\], its existence has not been proved.
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APPENDIX A: MEAN-FIELD FREE ENERGY

In this appendix we show how the mean-field free energy (18) is obtained as an approximation to \( F(z_0) \), Eq. (14). We
start from a general expression for the grand-canonical potential of an ionic solution interacting with an external and fixed charge distribution $\sigma(r)$. In the mean-field approximation [20,32],

$$\Omega = \int d^3r \left\{ -\frac{1}{8\pi\epsilon_0q^2} [\nabla \phi(r)]^2 + \frac{\sigma(r)\phi(r)}{q} - \lambda \Theta(r)e^{-\phi(r)} \right\},$$

(A1)

where $q$ is the valency of the ions, $\lambda$ is the fugacity, $\Theta(r)$ is equal to 1 in the region accessible to the ions and to zero elsewhere [equal in our case to $\theta(z)$, the Heaviside function], and $\Omega$ is given in units of $k_BT$. Requiring an extremum with respect to $\phi$, the reduced electrostatic potential, yields the PB equation which determines the electrostatic potential and the energy of an ionic solution interacting with an external potential.

Inspection of Eq. (14) shows that it describes the free energy of an ionic solution interacting with an external charge distribution having the following parameters:

$$q = \sqrt{\Xi} \quad \text{(valency)},$$

$$\sigma(r) = \frac{1}{\sqrt{\Xi}} \left[-\frac{2\pi}{\mu} \delta(z) + \Xi \delta(r - z_0 \hat{z}) \right] \quad \text{(external potential)},$$

$$l_B = 1 \quad \text{(Bjerrum length)}. \quad \text{(A2)}$$

In the second line (external potential) the first term comes from the uniformly charged plate and the second term comes from the fixed test charge. Plugging these values in Eq. (A1) yields

$$\Omega = \frac{1}{\Xi} \int d^3r \left\{ -\frac{1}{8\pi\epsilon_0q^2} [\nabla \phi]^2 - \lambda \delta(z) + \Xi \delta(r - z_0 \hat{z}) \right\}.$$

In order to obtain Eq. (18) two modifications are required. First, we need to return to the canonical ensemble by adding $\mu N$ to $\Omega$, where $N$ is the total number of ions. Noting that $\mu=\ln \lambda$ and that from charge neutrality $qN=-\int d^3r \sigma(r)$, this modification yields the extra term that is proportional to $\ln \lambda$ in Eq. (18). Second, we note that $\Omega$ includes the Coulomb self-energy of the charged plane and of the test charge. This infinite term does not depend on $z_0$ and should be subtracted from $\Omega$ since it is not included in the definition of $F(z_0)$, Eq. (14).

We finally note that the results of this appendix can also be obtained directly from the canonical partition function, as expressed by Eq. (14).

**APPENDIX B: DERIVATION OF IDENTITY (23)**

We would like to evaluate the variation $\delta F_{\text{PB}}(z_0)/\delta z_0$, where $F_{\text{PB}}$ is given by Eq. (18). Note that $\phi$ itself depends on $z_0$. However the first derivative of $F_{\text{PB}}$ with respect to $\phi(r)$ is zero. Hence the only contribution to $\delta F_{\text{PB}}/\delta z_0$ comes from the explicit dependence on $z_0$:

$$\delta F_{\text{PB}}(z_0) = \frac{1}{\Xi} \int d^3r (\varphi - \ln \lambda) \Xi \frac{\partial}{\partial z_0} \phi(r - z_0 \hat{z}) = - \frac{\partial \varphi}{\partial z} \bigg|_{r=z_0 \hat{z}}.$$

(B1)

It is also instructive to derive this identity within the exact theory. Equation (14) can be written as follows:

$$\exp[-F(z_0)] = \frac{1}{(N-1)!} \prod_{i=1}^{N-1} d^3r_i \exp(-H_{\delta_0}(r_i)),$$

(B2)

where the $N$th charge is fixed at $r=z_0 \hat{z}$:

$$H_{\delta_0}(r_i) = -z_0 - \sum_{i=1}^{N-1} \Xi \sum_{j=1}^{N-1} \Xi \left[ \frac{r_i - z_0 \hat{z}}{r_i - r_j} \right].$$

(B3)

Differentiating with respect to $z_0$ yields

$$\frac{\delta F(z_0)}{\delta z_0} = - \left( \frac{\partial H_{\delta_0}}{\partial z_0} \right) = - \left( -1 + \sum_{i=1}^{N-1} \Xi \left( z_0 - z_i \right) \right)^2 \Xi \left[ \frac{r_i - z_0 \hat{z}}{r_i - z_0 \hat{z}} \right].$$

(B4)

where the averaging is performed over all configurations of the $N-1$ ions with the weight $\exp(-H_{\delta_0}(r_i))$. This quantity is the mean electrostatic field acting on a test charge at $z_0 \hat{z}$.

**APPENDIX C: NUMERICAL SCHEME**

Numerically solving a nonlinear PDE such as Eq. (19) requires careful examination of the solution behavior. The purpose of this section is to explain the numerical scheme used in this work, and in particular the parameters required to obtain a reliable solution.

1. Finite cell

We solve Eq. (19) as a two-dimensional problem in the coordinates $r$ and $z$, making use of the symmetry of rotation around the $z$ axis. The problem is defined within a finite cell of cylindrical shape, shown schematically in Fig. 11. The negatively charged plate is at $z=0$ and ions are only allowed in the region $z>0$, marked as the gray-shaded region in the plot.

We impose a boundary condition of zero electrostatic field,

$$\nabla \phi \cdot \hat{n} = 0$$

(C1)

at the cell boundaries $z=-z_{\min}$, $z=z_{\max}$, and $r=R$. The cell size, as determined by these boundaries, must be sufficiently large, as will be further discussed below.

In the numerical solution it is necessary to solve $\phi$ for the electrostatic potential at positive as well as negative $z$ [33]. Note that a boundary condition such as Eq. (C1) at $z=0$...
would correspond to zero dielectric constant at \( z < 0 \), while we are interested in the case of continuous dielectric constant across the plate.

2. Differential equation

The source term in Eq. (19) diverges at \( z = 0 \) and at \( r = z_0 \). We avoid this difficulty by shifting the potential

\[
\varphi = \psi + |z| + \frac{\Xi}{|r - z_0 \hat{z}|}
\]  

(C2)

and solving for \( \psi \), which is the potential due only to the mobile ions. The equation for \( \psi \),

\[
\nabla^2 \psi = -4 \pi \lambda \theta(z) \exp \left( -\psi - z - \frac{\Xi}{|r - z_0 \hat{z}|} \right)
\]  

(C3)

is solved with a Neumann boundary condition for \( \psi \), derived from Eqs. (C1) and (C2). Note that, unlike \( \varphi \), \( \psi \) is well behaved at \( z_0 \hat{z} \).

The nonlinear equation (C3) can be solved by iterative solution of a linear equation (see, for example, Refs. [34,35]):

\[
\nabla^2 \psi_n = -4 \pi \lambda \theta(z) \exp \left( -\psi_{n-1} - z - \frac{\Xi}{|r - z_0 \hat{z}|} \right)
\]

\[
\times \left[ 1 - (\psi_n - \psi_{n-1}) \right],
\]  

(C4)

where \( \psi_n \) represents the \( n \)th iteration.

3. Grid and solution method

In the coordinates \( r, z \), the cylindrical cell is a rectangular domain,

\[
[0, R] \times [-z_{\min}, z_{\max}].
\]

We use bicubic Hermite collocation [36] in this domain in order to translate the PDE into a set of linear algebraic equations on a grid. These equations are then solved using Gauss elimination with scaled partial pivoting. Storing the band matrix representing the linear equations requires \( \approx 48 \times N_r^2 \times N_z \) memory cells, where \( N_r \) and \( N_z \) are the number of grid points in the \( r \) and \( z \) directions, respectively [36]. Because this number can be very large, it is essential to use a variably spaced grid in both of the coordinates. We use the following scheme.

\( r \) coordinate. In the absence of a test charge, an arbitrarily coarse grid can be used in the \( r \) direction, due to the translational symmetry parallel to the charged plane. In our case (where a test charge is present) the grid spacing is determined by the distance from the test charge as follows:

\[
\frac{dn}{dz} = \frac{n_r}{r + r_{grid}},
\]  

(C5)

where \( n_r \) and \( r_{grid} \) are two fixed parameters, while \( n \) stands for the grid point index and \( dn/dz \) is the number of grid points per unit increment of the radial coordinate. This spacing is approximately uniform up to the threshold \( r_{grid} \), whereas for \( r \gg r_{grid} \) it is proportional to \( 1/r \). The grid points are then of the form

\[
r_n = r_{grid} \left( \exp \left( \frac{n}{n_r} \right) - 1 \right).
\]  

(C6)

In practice, \( r_{grid} \) is chosen approximately proportional to \( \sqrt{\Xi} \), in order to allow the structure of the correlation hole to be represented faithfully.

\( z \) coordinate. In this coordinate the grid spacing is influenced by the distance from the charged plate as well as the distance from the test charge. We describe separately the spacing determined from each of these two criteria; the actual grid is obtained by using the smaller of the two spacings at each point.

(i) Distance from the plate: we use a grid spacing proportional to the derivative of \( \varphi_{PB}(z) \),

\[
\frac{dn}{dz} \approx \frac{2}{z + 1}.
\]  

(C7)

Ignoring, for the moment, the distance from the test charge, Eq. (C7) leads to grid points of the form

\[
z_n = \exp(nD) - 1,
\]  

(C8)

where the parameter \( D \) is the grid spacing close to the charged plate. A similar scheme is used in the negative \( z \) half space.

(ii) Distance from the test charge: we use a form similar to Eq. (C5),

\[
\frac{dn}{dz} = \frac{n_z}{|z - z_0| + z_{grid}},
\]  

(C9)

In practice, the threshold \( z_{grid} \) is chosen proportional to \( \sqrt{\Xi} \), in contrast to \( r_{grid} \) which is chosen proportional to \( \sqrt{\Xi} \).

4. Parameters

The parameters that were used to obtain the numerical results presented in this work are summarized in Table II. We
TABLE II. Parameters used in numerical solution of the PDE.

<table>
<thead>
<tr>
<th>Ξ</th>
<th>z_min</th>
<th>z_max</th>
<th>R</th>
<th>D</th>
<th>z_grid</th>
<th>n_z</th>
<th>r_grid</th>
<th>n_r</th>
</tr>
</thead>
<tbody>
<tr>
<td>10^4</td>
<td>10^4</td>
<td>10^4</td>
<td>10^5</td>
<td>0.2</td>
<td>5000</td>
<td>5</td>
<td>100</td>
<td>5</td>
</tr>
<tr>
<td>10^3</td>
<td>10^4</td>
<td>10^5</td>
<td>10^5</td>
<td>0.2</td>
<td>500</td>
<td>4</td>
<td>33</td>
<td>4</td>
</tr>
<tr>
<td>10^2</td>
<td>10^3</td>
<td>10^4</td>
<td>10^5</td>
<td>0.2</td>
<td>50</td>
<td>4</td>
<td>10</td>
<td>4</td>
</tr>
<tr>
<td>10</td>
<td>4 × 10^2</td>
<td>4 × 10^3</td>
<td>4 × 10^3</td>
<td>0.2</td>
<td>0.5</td>
<td>4</td>
<td>1</td>
<td>4</td>
</tr>
<tr>
<td>0.1</td>
<td>80</td>
<td>800</td>
<td>800</td>
<td>0.2</td>
<td>0.05</td>
<td>4</td>
<td>0.2</td>
<td>4</td>
</tr>
</tbody>
</table>

compared our results with those obtained with (a) increasing \( z_{\text{min}}, z_{\text{max}} \), and \( R \) by a factor of 10; and (b) decreasing the grid spacing by a factor of 2, both in the \( r \) and in the \( z \) coordinates. The influence of these changes was found to be negligible on all the data presented in this work.

APPENDIX D: CONTACT THEOREM

In this appendix we derive the contact theorem [24] in a way that highlights the reason why it is not obeyed in our approximation. We start from an exact expression for the free energy

\[
F = -\ln \int_{a}^{\infty} dz' \exp[-F(z')],
\]

where the charged plate is at \( z=a \). This plate position can be chosen arbitrarily, hence \( \partial F/\partial a = 0 \):

\[
0 = \left. \frac{\partial F}{\partial a} \right|_{a=0} = n(0) - \int_{a}^{\infty} dz' \ n(z') \frac{\partial F}{\partial z}(z'),
\]

where we used the relations

\[
n(z) = \frac{\exp[-F(z)]}{\int_{0}^{\infty} dz' \exp[-F(z')]}.
\]

and

\[
\left. \frac{\partial F(z)}{\partial a} \right|_{z} = -\left. \frac{\partial F(z)}{\partial z} \right|_{a}.
\]

We now use Eq. (22) to obtain

\[
n(0) - \int_{0}^{\infty} n(z) \frac{\partial}{\partial z}(\varphi(r;z))|_{r=0,z} = 0.
\]

The second term in this equation is the average electrostatic force acting on the ions per unit area. This force can be separated into two contributions. The first one, exerted by the charged plane, is equal to \(-\int d z' n(z') = -1\) because the plane applies an electrostatic force which does not depend on \( z' \) and is equal to unity in our rescaled coordinates. The remaining contribution to the force, exerted by the ions on themselves, must be zero due to Newton’s third law, leading to the result \( n(0) = 1 \).

The discussion up to now was exact. It also applies to PB theory, where the self-consistency of the mean-field approximation ensures that Newton’s third law is obeyed. On the other hand, within our approximation the force exerted by the ions on themselves,

\[
\int_{0}^{\infty} n(z)[f(z) - 1],
\]

is not zero. This inconsistency can be traced to a more fundamental inconsistency which is briefly described below.

The probability to find the test charge at \( r = z \) and a mobile ion at \( r' \) is proportional, in our approximation, to

\[
n(z)n(z')g(r,r') = n(z)\exp[-\varphi(r',z)].
\]

In the exact theory the probability to find two ions at \( r \) and \( r' \) must be symmetric with respect to exchange of \( r \) and \( r' \). On the other hand the correlation function \( g(r,r') \), as defined above, is not symmetric. In other words, the ion-ion correlation function in the TCMF model is not symmetric.

APPENDIX E: SMALL \( \Xi \) EXPANSION

The recovery of mean-field results at small \( \Xi \) was demonstrated and explained in Sec. II. Here we derive this result formally as an expansion in powers of \( \Xi \). The advantage of this formal expansion is that it allows us to find also the first-order correction to the PB profile within our model.

We expand \( \Xi F_{\text{PB}} \), Eq. (18), up to second order in \( \Xi \):

\[
\Xi F_{\text{PB}}(z_0) = F_0 + \Xi F_1(z_0) + \Xi^2 F_2(z_0) + \cdots.
\]

The zeroth-order term \( F_0 \) does not depend on \( z_0 \) and is the PB free energy of a charged plane in contact with its counterions, without a test charge. In order to evaluate the following terms, we also expand \( \varphi \) in powers of \( \Xi \):

\[
\varphi(r;z_0) = \varphi_0(r) + \Xi \varphi_1(r;z_0) + \Xi^2 \varphi_2(r;z_0) + \cdots.
\]

To zeroth order we have from Eqs. (18) and (19)

\[
F_0 = \int d^3r \left\{ \frac{1}{8\pi} (\nabla \varphi_0)^2 - \lambda \theta(z)e^{-\varphi_0}\right\},
\]

where

\[
\nabla^2 \varphi_0 = \frac{d^2 \varphi_0}{d z^2} = -4\pi\lambda \theta(z)e^{-\varphi_0}
\]

is the potential due to counterions in the PB approximation. The first-order term in the free energy \( F_1 \) is found by expanding Eq. (18) in \( \Xi \). This expansion includes two contributions, the first from \( \varphi_1 \) and the second from the explicit dependence on \( \Xi \) in Eq. (18). The first contribution vanishes because \( \varphi_0 \) is an extremum of the zeroth-order free energy, leaving only the second contribution

\[
F_1(z_0) = \int d^3r \varphi_0(r) \delta(r - z_0\zeta) = \varphi_0(z_0).
\]

Returning to our approximation for \( n(z) \), given by Eq. (20), we find that
where $Z_0$ is found from the normalization condition (21). To leading order in $\Xi$, $n(z)$ is equal to the PB density profile, as expected:

$$n(z) = n_{PB}(z) = \frac{1}{Z_0} \exp[-\varphi_0(z)] = \frac{1}{Z_0} \exp[-\varphi_0(z)],$$

(E6)

where $Z_0$ is a normalization constant. The next-order term in the expansion of $F$ can be found on similar lines as $F_1(z)$, and is equal to

$$F_2(z_0) = \frac{1}{2} \delta \varphi_1(z_0, z; z_0),$$

(E8)

where $\delta \varphi$ is the difference between the first-order correction to $\varphi$ and the bare potential of the test charge:

$$\delta \varphi_1(r) = \varphi_1(r) - \frac{1}{|r-z_0\hat{\mathbf{z}}|}.$$

(E9)

The first-order term in the expansion of $\varphi$, $\varphi_1(r; z_0)$, is the solution of the differential equation

$$[\nabla^2 - 4\pi \rho e^{-|r|}] \varphi_1 = -4 \pi \delta(r - z_0 \hat{\mathbf{z}}).$$

(E10)

The function $\delta \varphi_1(r)$ arises also in the systematic loop expansion of the free energy around the mean-field solution [20]. Its value at $r = z_0 \hat{\mathbf{z}}$ is given by [20]

$$\delta \varphi_1(z_0; z_0) = \delta \varphi_1(z_0) = \frac{1}{2(z_0 + 1)^2} \times \left\{ i e^{(1-i)z_0} E_1[(1-i)z_0] (1 + i z_0)^2 - i e^{(1+i)z_0} E_1[(1+i)z_0] (1 - i z_0)^2 - 4z_0 \right\},$$

(E11)

where $E_1[x]$ is the exponential-integral function [28]. Using Eqs. (20) and (E8) we find that up to first order in $\Xi$ the density profile is given by

$$n(z) = n_{PB}(z) + \Xi n_1(z),$$

(E12)

where

$$n_1(z) = [N_1 - \frac{1}{2} g(z)] n_{PB}(z).$$

(E13)

In this expression $g(z)$ is given by Eq. (E11) and $N_1$ is obtained from the normalization condition (21):

$$N_1 = \frac{1}{2} \int dz \ n_{PB}(z) g(z) = -0.3104.$$

(E14)

Note that this is different from the exact expression for the first-order correction in $\Xi$ [37], which is obtained in the loop expansion and is not reproduced here, but is shown in Fig. 12.

Figure 12 shows $n_1(z)$ as defined by Eq. (E13) (solid line). The symbols show the correction to $n_{PB}$ calculated numerically from TCMF for $\Xi = 0.1$ and scaled by $1/\Xi = 10$. At this small value of $\Xi$ the linearization provides a very good approximation for the correction to $n_{PB}(z)$.

The dashed line shows the exact first-order correction in $\Xi$ to the ion density, obtained from the loop expansion. Comparison of the solid and dashed lines shows that the TCMF model does not capture correctly the exact first-order correction. In particular, $n_1(0)$ is different from zero in our approximation; in the exact correction $n_1(0) = 0$ as it must be due to the contact theorem. It is important to realize that although the exact first-order correction is useful for values of $\Xi$ of order unity and smaller, the TCMF has a much wider range of validity for $\Xi \approx 1$.

1. Proof of Eq. (34)

Our purpose here is to prove the first equality of Eq. (34),

$$f_1(z) = \frac{1}{2} \frac{d g(z)}{dz},$$

(E15)

where the electrostatic field acting on a test charge is $-f_{PB}(z) - n_1(z)$. The first-order term in $\Xi$$.$ In order to do this, let us consider the correction to the mean-field potential due to an infinitesimal point charge of magnitude $\Xi$ that is placed at $r = z \hat{\mathbf{z}}$. We designate this correction, evaluated at the point $r'$, as $G(r, r')$. This Green’s function is found by solving Eq. (E10) which reads, with a slight change of notation,

$$[\nabla^2 - 4\pi \rho e^{-|r'|}] G(r, r') = -4 \pi \delta(r - r').$$

(E16)

The electrostatic field acting on the test charge is then $-f_{PB}(z) - n_1(z)$, where
\[
\begin{aligned}
   f_i(z) &= \left. \frac{\partial}{\partial z'} G(r,r') \right|_{r'=r} \frac{1}{2} \frac{\partial}{\partial z} G(r,r) - \frac{1}{2} \frac{dg(z)}{dz} \\
   \text{(E17)}
\end{aligned}
\]

and \(g(z)\) is defined in Eq. (E11). In the second step we used the symmetry of \(G(r,r')\) to exchange \(r\) and \(r'\), which follows from the fact that the operator acting on \(G(r,r')\) in Eq. (E16) as well as the right-hand side of that equation are symmetric with respect to exchange of \(r\) and \(r'\).

**APPENDIX F: MEAN-FIELD EQUATION AT LARGE \(z\)**

We start from the exact identity (43) and would like to evaluate \(f(z)\) for a test particle placed at sufficiently large \(z\), assuming also that \(\Xi\) is large. The mean-field electrostatic force acting on the particle is given by

\[
   f_{\text{MF}}(z) = 1 - \int_0^z dz' n(z') + \int_z^{\infty} dz' \ n(z'),
\]

where the first term on the right-hand side is the contribution of the charged plane, the second term is the contribution of ions between the plane and the test particle, and the third term is the contribution of the other ions. Equation (F1) would describe the exact force acting on the test particle had it not had any effect on the distribution of the other ions in the system. We need to add to this force the contribution due to the influence of the test charge on the other ions.

Due to the exponential decay close to the plane the ion layer further than \(z = \sqrt{\Xi}\) is very dilute. Hence it makes sense to include in the correlation-induced force only a contribution from the ions close to the plate. Estimating this contribution as \(\alpha \Xi / z^2\) we conclude that

\[
   \frac{d}{dz} \ln(n(z)) = -f(z) = -f_{\text{MF}}(z) - \frac{\alpha \Xi}{z^2}.
\]

Differentiation of this equation with respect to \(z\) yields Eq. (45):

\[
   \frac{d^2}{dz^2} \ln(n(z)) = 2n(z) + \frac{2\alpha \Xi}{z^3}.
\]
calculation is beyond the scope of the present work.


[33] This situation is different from that of the PB equation with no test charge, in which the electrostatic potential depends only on $z$. The boundary condition at $z=0$, for the case of zero dielectric constant at $z<0$, is then sufficient in order to solve for the potential at $z>0$.


[37] See Eq. (64) and Fig. 4 in Ref. [20].